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Abstract: Smart city refers to the information system with Internet of things and cloud computing as the core technology and government management and industrial development as the core content, forming a large-scale, heterogeneous and dynamic distributed Internet of things environment between different Internet of things. There is a wide demand for cooperation between equipment and management institutions in the smart city. Therefore, it is necessary to establish a trust mechanism to promote cooperation, and based on this, prevent data disorder caused by the interaction between honest terminals and malicious terminals. However, most of the existing research on trust mechanism is divorced from the Internet of things environment, and does not consider the characteristics of limited computing and storage capacity and large differences of Internet of things devices, resulting in the fact that the research on abstract trust mechanism cannot be directly applied to the Internet of things; On the other hand, various threats to the Internet of things caused by security vulnerabilities such as collision attacks are not considered. Aiming at the security problems of cross domain trusted authentication of Intelligent City Internet of things terminals, a cross domain trust model (CDTM) based on self-authentication is proposed. Unlike most trust models, this model uses self-certified trust. The cross-domain process of internet of things (IoT) terminal can quickly establish a trust relationship with the current domain by providing its trust certificate stored in the previous domain interaction. At the same time, in order to alleviate the collision attack and improve the accuracy of trust evaluation, the overall trust value is calculated by comprehensively considering the quantity weight, time attenuation weight and similarity weight. Finally, the simulation results show that CDTM has good anti collusion attack ability. The success rate of malicious interaction will not increase significantly. Compared with other models, the resource consumption of our proposed model is significantly reduced.
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1  Introduction

The smart cities refer to an information system with the IoT, cloud computing as its core technologies, government management, and industrial development are the essential contents. It features IoT of urban resources, full integration of information resources, continuous innovation of application resources, and the gradual construction of system resources. It comprises multiple relatively independent information service subsystems, forming a large-scale integrated application and information service system based on massive information and intelligent analysis, which can be perceived, controlled, assembled and disassembled. The main functions involve digital urban management, digital law enforcement, smart grid, smart home, smart transportation, smart environmental protection, smart medical care and smart agriculture. The IoT technology drives the gradual formation of smart cities. The application of IoT technology enables data resources of smart cities to be fully integrated, tapped and utilized. Due to the multi-domain distribution and frequent movement of IoT terminals in smart cities, the smart city applications like smart buildings, smart pipe networks, smart street lights, smart communities, and smart transportation often use various IoT terminals with limited resources at a small cost for information collection and interaction. These IoT terminals may conduct frequent cross-domain information interaction. It is of great necessities to do trust management for preventing the terminal from interacting with malicious terminals during cross-domain information interaction.

Several trust models [1–3] have been proposed recently. The trust information in these trust models is based on collecting trust recommendations from neighbor nodes. Certain algorithms are used to calculate the trustee’s trust value then decide whether to interact with it or not. However, it is challenging to collect trust recommendations across domains in the case of multi-domain distribution and frequent smart city terminals, which also consume a lot of time and bandwidth. In addition, some cross-domain trust models [4] have been proposed. Still, these models require the support of super nodes or trusted third parties, so they cannot meet the cross-domain trust evaluation of smart city IoT terminals under resource-constrained conditions. In this context, to ensure that the terminal can quickly and safely establish a trust relationship with the current domain in the cross-domain process and get rid of dependence on super nodes or trusted third parties, there is an urgent need to solve the cross-domain trust problem of IoT terminals when terminal resources are limited. To this end, we propose a cross-domain trust model of smart city IoT based on self-certification (CDTM). The CDTM model is based on the terminal self-certification mechanism [5]. The main idea is that after each information interaction of the terminal in the previous domain is completed, the two interacting parties will perform a trust evaluation based on the other’s relevant behavior in the interaction process and generate a trust certification to the other party. After receiving the trust certification, the terminal will store it locally. Then, it will actively provide the trust certification to the other party to prove its credibility in the case of conduction of cross-domain information interaction. Compared with existing research, the advantages of the CDTM model proposed in this paper can be elaborated as follows.

(1)   Based on the characteristics of self-certification, the terminal can actively collect and provide trust certification. Therefore, the trust information of the terminal in the previous domain can cross domains as the terminal moves, which solves the problem of difficulty in collecting trust recommendations during the cross-domain process. The CDTM model can quickly establish a trust relationship between a cross-domain terminal and the current domain.

(2)   The trust certification is generated by fine-grained trust evaluation, which includes the remaining energy of the terminal in the interaction process, the number of data packets sent, the repetition rate of the data packets, and the transmission delay. Therefore, different weights can be assigned to various aspects according to different situations. In addition, the inclusion of a digital signature in the trust certification can prevent malicious terminals from tampering with the trust certification to improve its trust value.

(3)   To alleviate collision attacks and improve the accuracy of trust evaluation, the comprehensive trust value is calculated by comprehensively considering the three factors of quantity weight, time decay weight and similarity weight. As a result, the model has a good anti-collision ability.

(4)   Comprehensive simulations and performance analysis of the CDTM model is performed in a cross-domain situation. The results show that the CDTM model has strong resistance to collusion attacks. It can significantly improve trusted terminals’ interaction success rate without increasing the interaction success rate of malicious terminals. At the same time, the resource consumption of CDTM is reduced compared with other models.

2  Related Work

Since 1996, H. Zheng [6] proposed trust management and proposed the trust management systems. The authors of the trust management model clearly defined trust based on the probability distribution method to predict the expected trust. Furthermore, the derivation of the credibility derived from the empirical recommendation were given. However, when calculating direct trust and third-party trust in this model, only a simple arithmetic average and a single credible value were used, which was too rough to effectively prevent various attacks by malicious entities in the network against the trust system itself. Saraereh et al. [7] combined Bayesian networks with entropy theory (ET) and offered a lightweight trust model for wireless sensor networks. The authors suggested that the weights of different trust aspects were derived from ET rather than setting manually. Yan et al. [8] designed a probability-based trust propagation model (HABIT), which optimizes the trust propagation path by considering the similarity between nodes. Based on the analysis of the attenuation coefficient in the trust model on the accuracy of trust calculation, combined with Bayesian theory, improved the accuracy of the trust calculation. Sathish et al. [9] proposed an intelligent beta reputation and dynamic trust evaluation model, which introduced proxy nodes to reduce the energy consumption of trust computing. A trust model based on friendship for the secure routing of mobile ad hoc networks was proposed by Shabut et al. [10]. The model combined direct trust and indirect trust to derive trust values and considered the decay of friendship over time. Benkerrou et al. [11] modelled node trust through credit value and proposed an IoT trust evaluation method based on trust and credit. Abderrahim et al. [12] clustered the nodes with community interest and proposed a trust evaluation model based on community interest. Zhu et al. [13] presented a trust evaluation model combining fuzzy sets and evidence theory. This model took the fuzzy membership function as the basic confidence function in evidence theory and fused the direct trust and indirect trust values according to the Dempster combination rule to optimize the adaptability and robustness of the model. Hazra et al. [14] proposed a trust model based on Bayesian networks for P2P file-sharing applications. The model calculated the trust value of nodes with direct trust and recommended trust. The direct trust was calculated by considering comprehensively multiple trust aspects. The trustors of the recommended trust were collected from the neighbor nodes of the trustee. Subsequently, Wu et al. [15] considered the time window and improved the scheme of [16] which could detect malicious entities.

Although the above models provided many trust evaluation methods, they did not consider the issue of cross-domain trust. Han et al. [17] introduced the gateway technology of the IoT trust model, designed a cross-domain node resource scheduling transaction table, and introduced evaluation indicators, such as trust factors. It also combined the context environment to calculate the trust degree of nodes in the domain. Su et al. [18] presented a community trust model based on topologically weighted (TPCT), in which trust information supports cross-domain. Huynh et al. [19] presented a trust model based on trust to aim at the dynamic changes of wireless sensor networks. The direct trust degree is settled through historical interaction records, and the indirect trust degree is calculated by assigning weight to the recommended trust between nodes. However, the cross-domain trust models [20–23] rely on super nodes or trusted third parties for trust evaluation, and nodes consume a lot of resources to obtain recommended trust degrees across domains. It cannot solve the cross-domain trust problem of IoT terminals in smart cities under resource constraints. Thus, the inherent characteristics of IoT terminals in smart cities are multi-domain distribution, diverse types, limited resources, and frequent movement. Therefore, the trust model for cross-domain information interaction between IoT terminals needs to consider by establishing a trust relationship with the current domain when resources are limited while ensuring security.

3  Cross-Domain Trust Model Based on Self-Certifications

In a smart city IoT environment, terminals are distributed in multiple domains and move frequently. When a terminal accumulates a certain amount of trust in the previous domain, leaves the previous domain and joins the current domain, it is difficult for the terminal in the current domain to collect trust recommendations across different domains. It also takes a lot of time and bandwidth. In this case, the cross-domain terminal needs to re-establish the trust relationship with the current domain. It is unreasonable to ignore the trust information of the cross-domain terminal in the previous domain. Therefore, this paper proposes the CDTM model based on the self-certification mechanism. The cross-domain terminal actively provides the trust certifications stored in the previous domain interaction to prove its credibility. The model cross-domain trust evaluation diagram is shown in Fig. 1.
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Figure 1: The CDTM model cross-domain trust evaluation diagram

In the CDTM model, the cross-domain terminal b is defined as the trustee, the terminal c in the current domain is defined as the trustor, and the terminal a interacting with the trustee in the previous domain is defined as the certifier. The overall process of cross-domain trust evaluation is as follows.

(1)   The trustee b interacts with the certifier a in the previous domain. After the interaction is completed, the two parties conduct a trust evaluation on the other party’s relevant behaviors in the information interaction process, and generate a trusted certificate and send it to the other party.

(2)   After the trustee b receives the trust certification sent by the certifier a, it can use the relevant digital signature technology [22–24] to verify the trust certification’s authenticity when necessary and choose the most beneficial N trust certification for storage and update.

(3)   Trustee b moves across domains to the current domain and actively provides N trust certifications stored by itself to trustor c. Trustor c comprehensively considers the quantity weight, time decay weight and similarity weight to calculate the trustee’s comprehensive trust value.

(4)   If the trustee’s total trust value reaches the trustor’s trust threshold, the trustor c considers the trustee credible and agrees to interact with it. After the interaction is completed, the two parties will generate a trust certification according to the other’s appropriate behavior during the interaction and send it to each other. Otherwise, the trustor c thinks that the trustee b is not trustworthy. If the trustee b wants to interact with the trustor c, it must provide a more favorable trust certification.

The trustee actively stores and provides trust certifications. Hence, the previous domain’s trust information can move along with the trustee across domains. Besides, the trust certification contains a digital signature, so the trustee cannot tamper with the trust certification to increase its trust value. Trustors only verify the digital signature or partial verification when needed. Compared with collecting trust recommendations across domains, the difficulty of verifying the digital signature is undoubtedly much more minor.

The CDTM model focuses on the situation where there are no public terminals between the two domains. If there are public terminals between the two domains, many classic trust models [25–27] can pass trust through these public terminals to solve the cross-domain problem. However, they cannot solve the cross-domain trust problem without public terminals.

3.1 Trust Certification Generation

In the CDTM model, after the trustee b interacts with the certifier a in the previous domain, the certifier a will send a trust certification to the trustee b after the successful interaction. The trust certification is expressed as a five-tuple as follows.


PoT(a,b)=(id(a),id(b),Tv(a,b),ta,Sab)
(1)

In (1), 
id(a)
and 
id(b)
, respectively represent the unique identification (such as hardware address) of the certifier a and the trustee b; 
ta
represents the time stamp generated by the trust certification; 
Sab
represents the digital signature information; 
Tv(a,b)
is the total trust evaluation value of the certifier a to the trustee b during the interaction process, which can be expressed as


Tv(a,b)=(Tv(a,b,energy),Tv(a,b,send),Tv(a,b,repetition),Tv(a,b,delay))
(2)

Among them, 
Tv(a,b,energy)
, 
Tv(a,b,send)
, 
Tv(a,b,repetition)
and 
Tv(a,b,delay)
, respectively represent the remaining energy of the trustee b in the interaction process, the number of data packets sent, the data packets’ repetition rate, and the transmission delay. The certifier a calculates the trustee’s trust evaluation value through these four aspects of information. The specific calculation process is as follows.

(1)   Definition 
E_init
and 
E_remain
respectively represent the initial energy value of the trustee b and the current remaining energy. The remaining energy of the terminal will affect the ability of data transmission. In the interaction process, the certifier a analyzes the trustee’s data transmission activity b to obtain the percentage of the remaining energy 
E_init
and the trustee’s initial energy b. The more significant the proportion of remaining energy, the higher its credibility. The trust evaluation value of the certifier a to the trustee b in terms of the remaining energy is expressed as:


Tv(a,b,energy)=E_remainE_init
(3)

(2)   During the interaction, the certifier a requests n data packets from the trustee b, and b sends 
m(m≤n)
data packets. Hence, the amount of data packets sent is one of the crucial indicators for calculating the trust value. When the value of m is closer to n, the trust evaluation value of the certifier a to the trustee b is higher; When m is much smaller than n, the trustee b may be a malicious terminal that deliberately intercepts information, and the certifier’s trust evaluation of the trustee’s data packet sending behavior drops sharply. Therefore, the trust evaluation value 
Tv(a,b,send)
of the certifier a to the trustee b in terms of data packet sending behavior is proportional to 
m/n
, which can be represented by a logarithmic function:


Tv(a,b,send)=log2⁡(1+mn)
(4)

(3)   During the interaction, the trustee’s repetition rate of data packets b can effectively determine whether the trustee b intentionally sends duplicate data packets or insert wrong data packets. This is one of the essential indicators to measure data transmission service quality and determine trust value. The lower the data packet’s repetition rate R sent by the trustee b, the higher the terminal’s trust evaluation value in terms of the data packet’s repetition rate behavior. 
Tv(a,b,repetition)
decreases as R increases. When the repetition rate R reaches or exceeds the critical value 
η=0.3
[28], the possibility that the terminal is negative is very high. The change in the trust evaluation value of the certifier a to the trustee b in the repetition rate behavior of sending data packets conforms to the change of the exponential function, which can be expressed as:


Tv(a,b,repetition)={2−αR,ifR<η0,else
(5)

where 
αη=2
.
(4)   During the interaction, due to factors such as network fluctuations or signal interference, data transmission will cause transmission delays. However, the transmission delay must fluctuate within a tolerable range, so it is necessary to set a critical value of the transmission delay to calculate the trust evaluation value based on the transmission delay. The critical value cannot be too large; otherwise, the terminal may have been maliciously attacked and controlled but has not been detected; it cannot be too small; otherwise, it may result in being judged as a malicious node before completing data transmission. When the trustee b transmits data packets to the certifier a, the certifier completely trusts the trustee if the transmission delay is less than the critical value b. On the other hand, as the transmission delay d exceeds the critical value 
∂
, the more likely the trustee b is a malicious terminal. The trust evaluation value of its transmission delay also drops rapidly. Therefore, the trust evaluation value of the certifier a to the trustee b in terms of transmission delay behavior can be expressed as:


Tv(a,b,delay)={χd−∂∂,ifd≥∂1,else
(6)

where 
χ=0.01,η=10
.

(5)   The calculation method of the trust evaluation value 
Tv(a,b)
of the certifier a to the trustee b through the above four aspects is as follows.


Tv(a,b)=⌊μeTv(a,b,energy)+μsTv(a,b,send)+μrTv(a,b,repetition)+μdTv(a,b,delay)⌋
(7)

where 
0≤μe,μs,μr,μd≤100
, and 
μe+μs+μr+μd=100
, which respectively represents the weighting coefficients of the four aspects of trust values. Each weight coefficient can be determined according to the requirements of specific application scenarios on terminal behavior. It can be seen that the trust evaluation values of the above four aspects are all between [0, 1], and the final trust evaluation value 
Tv(a,b)
is calculated to be in the range of [0, 100]. 
Tv(a,b)
is an integer instead of a floating-point number, effectively reducing the space for storing trust certificates and reducing the transmission energy consumption when providing trust certifications.

3.2 Store and Update N Trust Certifications

When the trustee b successfully interacts with the certifier a, the certifier a will calculate the trustee’s trust evaluation value according to the four aspects described in (1) and generate a trust certification 
PoT(a,b)
to send to the trustee b. If the number of trust certifications stored locally by the trustee b is less than N, the trust certifications are stored locally. If N trust certifications have been stored locally, the trustee b will update the N trust certifications that are most beneficial to it. Due to the characteristics of trust, the more recent trust certification, the greater the influence. Therefore, when judging whether to update and store the trust certification, the trust evaluation value between different trust certifications is compared. Still, the influence of its trust evaluation value will decay over time. Here we introduce the time decay function:


ft(tnow,t)=e−λ(tnow−t)
(8)

The above formula 
tnow
represents the current time, t represents the timestamp generated by the trust certification, and 
λ∈(0,1)
is the weight coefficient, which can be dynamically adjusted. Therefore, it can be seen that 
ft(tnow,t)
is a time function changing between (0, 1).

Therefore, the trustee b calculates the trust evaluation value of the trust certification based on the time factor:


Tvt(a,b)=ft(tnow,t)⋅Tv(a,b)
(9)

According to each trust certification’s trust evaluation value, the N trust certifications that are most beneficial to the storage and update are selected.

3.3 Three Weights of Trust Evaluation

When the trustee b wants to exchange information with the trustor c across domains, the trustee b actively sends the N trust certifications stored locally to the trustor c for trust evaluation. Since the trustee collects the trust certifications b, the trustee b may collude with other terminals to improve its trust value. Therefore, to mitigate this collusion attack and improve trust evaluation accuracy, this paper comprehensively considers the quantity weight, time decay weight, and similarity weight to calculate the total trust value.

3.3.1 Quantity Weight

To prevent two or more malicious terminals in the network from forming a collusive group to increase the trust value of the trustee deliberately b, trustor c requires the trustee b to provide enough trust certifications to improve the cost of the attack. However, the trustee’s local storage resources b and the bandwidth consumption of multiple trust certifications transmissions must also be considered. According to the network state, the trustor c sets a system parameter to balance the terminal resource consumption and security issues, which indicates the number threshold. The number threshold 
δ
is that the number of terminals participating in collusion within a time window Tw does not exceed 
⌊(δ−1)/2⌋
. If it exceeds 
⌊(δ−1)/2⌋
, the cost of collusion is too huge. At this time, the trustee b needs to provide 
N=δ
trust certifications, and then the trustor c will consider the trust certifications provided by the trustee b to be reliable. Otherwise, the trust certifications provided by the trustee b are considered unreliable. So quantity weight function is defined as follows:


fn={0,ifN<δ1,else
(10)

3.3.2 Time Decay Weight

According to the trusting society’s characteristics and the distributed IoT in smart cities, terminals are frequently cross-domain, and their computing environment may change rapidly. Therefore, in the comprehensive trust evaluation, the weight of the recently obtained trust certifications is greater, and some old ones may be completely unreliable. In a time window 
Tw
, if the difference between the current time and the time generated by the trust certification exceeds 
Tw
, the trust certification is considered entirely unreliable. Otherwise, the exponential time decay function weighs the trust certification. The time decay function is defined as follows:


ft(tnow,t)={0tnow−t>Twe−λ(tnow−t)tnow−t≤Tw
(11)

Among them, 
tnow
represents the current time, t represents the timestamp generated by the trust certification, and 
λ∈(0,1)
is the weight coefficient, which can be dynamically adjusted. It can be seen that 
ft(tnow,t)
is a time function changing between [0, 1). The weight of the trust certification generation time is different. The closer the time, the greater the weight; the farther, the smaller the weight.

3.3.3 Similarity Weight

When there are N trust certifications, it may bring opportunities for malicious terminals. A malicious terminal can maliciously increase the trust evaluation value of a specific terminal by sending a fake trust certification. Therefore, this paper takes the similarity between the trust evaluation value of the trust certification and the average evaluation trust value as the weight to reduce malicious terminals’ influence. The closer to the average trust evaluation value, the greater the weight, and the farther the weight is, the greater the possibility of malicious defamation. First, calculate the average trust evaluation value of N trust certifications:


AVG(Tv)=1N∑i=1NTvi
(12)

The Euclidean space distance similarity discrimination method can calculate each trust certification’s similarity weight. The specific calculation method is as follows:


fsi=TviTvi+∑i=1N(AVG(Tv)−Tvi)2
(13)

3.4 Mutual Interaction

The trustor c calculates the trustee’s total trust value according to the N trust certifications provided by the trustee b and the three weights described in 3.3. The calculation method is as follows:


T=fn⋅∑i=1Nft(tnow,ti)⋅fsi⋅TviN
(14)

Each terminal will set a trust threshold 
Th
according to its security level. If the trustee’s total trust value reaches the trustor’s trust threshold, the trustee c trusts the trustee b and agrees to interact with it. After the interaction is completed, both parties will generate a trust certification based on the other party’s appropriate behavior during the interaction and send it to each other. Otherwise, the trustor c thinks that the trustee b is not trustworthy, and if the trustee b wants to interact with the trustor c, it needs to provide a more favorable trust certification. From the subsequent interaction, trustor c and trustee b are also certifiers. Since the newly added terminal has not yet interacted with other terminals, the above method’s total trust value is 0. Therefore, we set an initial default low trust value e for each terminal so that the newly added terminal can have the opportunity to interact with other terminals to obtain the trust certification and accumulate the trust value.

4  Simulation Experiment and Analysis

4.1 Experimental Environment and Settings

This paper uses the J2EE simulation environment to illustrate the performance of the CDTM model. Five disjoint trust domains 1 to 5 are deployed in the simulation. Each trust domain has 100 terminals, and their trust threshold 
Th
is randomly generated between (0, 100). Set up three different terminals as trustees to move sequentially across domains, i.e., trusted, general, and malicious terminals. Trusted terminals provide high-quality services during the interaction process, general terminals provide high-quality and poor-quality services randomly, and malicious terminals provide poor-quality services. Simulation 1 verifies the correctness and effectiveness of the CDTM model by comparing the changes in the total trust value and the average successful interaction rate of the three kinds of terminals in an trusted environment. Simulation 2 verifies the CDTM model’s security by comparing the changes in the comprehensive trust value of the malicious terminal in the case of collusion attacks between the CDTM model and the CR (Certified Reputation model) model [29]. Finally, simulation 3 compares and analyzes the performance and resource consumption of the CDTM model and other classic trust models in an trusted environment.

Since the trustee has no initial trust certifications in the simulation, domain 1 is the previous domain where the trustee accumulates the initial trust value. When the trustee is in a particular trust domain, the trustee conducts an interactive test with 100 terminals in the trust domain. If the number N of trust certifications stored by the trustee cannot reach the number threshold 
δ
, the total trust value of the trustee is the default initial low trust value 
ϵ
. If the number threshold 
δ
is reached, the total trust value is calculated according to the CDTM model. The more considerable calculated comprehensive trust value and the initial low trust value 
ϵ
is the trustee’s total trust value. The interactive test is successful if the trustee’s total trust value reaches the trustor’s trust threshold 
Th
, the interactive test is successful. The trustee and the trustor interact and provide each other with a trust certification after the interaction is completed. Regardless of whether the interaction is successful, the timestamp is increased by one after each test. The relevant parameter settings in the simulation are shown in Tab. 1.
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4.2 Simulation 1: Correctness and Validity Verification of the Model

This simulation is deployed in a trusted environment, where the trustees are evaluated according to the trustee’s appropriate behavior during the interaction. The model’s correctness and effectiveness are verified by comparing the average comprehensive trust value changes of three terminals in a trusted environment and the average interaction success rate in each domain. To improve the simulation experiment’s accuracy, the number of experiments runs for each terminal is 100 times, and the simulation experiment results are shown in Figs. 2 and 3.
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Figure 2: The average comprehensive trust value changes of three kinds of terminals in an trusted environment
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Figure 3: The average interaction success rate of the three kinds of terminals in each domain in an trusted environment

In Figs. 2 and 3, the trustee first accumulates and stores specific trust certificates in trust domain 1. Then, the trustee cross domains to trust domain 2 in order. At this time, the number of trust certifications of trustee has not reached the number threshold. As the number of successful interactions increases, the average comprehensive trust value of trusted terminals rapidly increases from the initial low trust value of 15 to a higher value of 63.2 and tends to stabilize; the average successful interaction rate also rapidly increased to about 73% and tended to stabilize. The average comprehensive trust value of general terminals rises to a moderate value of 33.6 and tends to stabilize; the average interaction success rate increases to 38% and stabilizes. The malicious terminal’s average comprehensive trust value is always the initial low trust value of 15, and the average interaction success rate remains unchanged at about 15%.

The simulation results show that the open terminal in the CDTM model can quickly increase its trust value to interact with other terminals in the cross-domain process in a trusted environment. Moreover, it will not improve malicious terminals’ total trust value and interaction success rate. This shows that this model significantly enhances the interaction success rate of trusted terminals and does not increase the risk of interacting with malicious terminals, thus verifying this model’s correctness and effectiveness.

4.3 Simulation 2: Security Verification of the Model

This simulation is deployed in a dishonest environment. In a dishonest environment, some malicious terminals in each domain provide favorable trust certifications for their malicious partners to improve their comprehensive trust value and provide unfavorable trust certifications for trusted trustees. The model’s security is verified by comparing the CR model’s anti-collision ability and the CDTM model in a dishonest environment. The CR model also uses self-certified trust, similar to the CDTM model. Therefore, this paper chooses the CR model to compare with the CDTM model. The CR model’s trust value range is [−1, 1], which is different from the trust value range of [0, 100] in this article. To facilitate comparison, we increase the trust value range in the CR model to [0, 100]. Due to both the CR and CDTM models being based on a self-certification mechanism, the trustees will only store trust certifications that are beneficial to them. Therefore, it is only necessary to consider the situation in which malicious terminals increase their trust value through their colluding partners.

Since the CR model does not consider quantity weight, once there are colluding terminals, malicious terminals can provide trust certification that is beneficial to themselves through collusion so that their average comprehensive trust value will rise rapidly. On the other hand, in the CDTM model, the number of trust certifications is regarded as a substantial weight. Therefore, the trustor sets a system parameter 
δ
according to the network status so that the number of terminals participating in the collusion within a time window 
Tw
does not exceed 
⌊(δ−1)/2⌋
. The simulation runs 100 times for each model, and the simulation results are shown in Fig. 4.
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Figure 4: The changes in the average comprehensive trust value of malicious terminals in the two models with the number of colluding terminals

In Fig. 4, the solid line represents the change in the malicious terminal’s average comprehensive trust value in the CR and CDTM models when the number of colluding terminals is 0–12 (that is, not more than 
⌊(δ−1)/2⌋
). The dotted line represents the average comprehensive trust value of trusted terminals when stabilizing the two models. When there is a collusion terminal, the CR model’s malicious terminal only needs to provide a false favorable trust certification provided by its collusion partner. In this case, the malicious terminal and the trusted terminal’s average comprehensive trust value is very close, and other terminals cannot distinguish between them when performing trust evaluation. In the CDTM model, there is a large gap between malicious terminals and trusted terminals’ average comprehensive trust value, and other terminals can effectively distinguish them when performing trust evaluation. The simulation results show that the CDTM model can resist collusion attacks more than the CR model.

4.4 Simulation 3: Comparative Analysis of Model Performance

This simulation compares the performance and resource consumption of the CDTM model, the BNTW (Bayesian Network with Time Window) model, and the CR model in a trusted environment. The BN (Bayesian Network) model is a classic trust model that uses direct trust and recommended trust to calculate a node’s trust value. The direct trust is calculated by considering multiple trust aspects, and the trustor collects the recommended trust from the trustee’s neighbor nodes. The BNTW model considers the time window based on the BN model and has certain similarities with the CDTM model. Therefore, this paper chooses these two models to compare with the CDTM model. This simulation also needs to expand the trust range of the CR model and the BNTW model from [−1, 1], [0, 1] to [0, 100], respectively. This simulation compares the average trust value and average interaction success rate of the three terminals in each model. Each kind of terminal runs 100 times in each model. To save space, only the terminal cross-domain to domain 5 is given. The simulation results are shown in Figs. 5 and 6.
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Figure 5: Comparison of changes in the average comprehensive trust value of trusted terminals (a) and general terminals (b) in domain 5 under different model environments
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Figure 6: The average interaction success rate of the three kinds of terminals in each trust model environment

Fig. 5 compares the average comprehensive trust value of trusted and general terminals under different trust model environments. Because the malicious terminal’s total trust value in each trust model is the default initial low trust value e, this part of the figure is omitted. Finally, Fig. 6 compares the average interaction success rate of the three kinds of terminals in different trust model environments.

Since both the CDTM and CR models adopt self-certified trust, they support the movement of trust information across domains. Therefore, the trusted terminal accumulated a certain amount of trust certifications information in the previous interaction between domains 1 and 4. Figs. 5a and 6 show that the trusted terminal maintains a relatively stable trust value in domain 5. However, there are some shortcomings in the CR model [30]. It calculates the similarity weight only by evaluating the distance of the value. When there is no previous interaction between the trustor and the trustee, the trustor has no trust evaluation, so the similarity weight is set to the low default value. As a result, the average comprehensive trust value of trusted terminals in the CR model is 28.4, far lower than 62.4 in the CDTM model. The CR model’s average interaction success rate is about 35%, much lower than the 73% in the CDTM model. Because the BNTW model does not support cross-domain, the trusted terminal is equivalent to a newly added terminal when it moves to domain 5 in the BNTW model environment. As a result, the initial trust value is 
ϵ
, and the trust value accumulation needs to be restarted. As the number of interactions increased, the average comprehensive trust value of trusted terminals rose rapidly from 15 to 51.2, and the average interaction success rate in domain 5 was about 47%. Figs. 5b and 6 show that general terminals’ average comprehensive trust values in domain 5 in the CDTM model, BNTW model, and CR model environment are 34.2, 27.1, and 22.1, respectively. Moreover, the average interaction success rate is about 38%, 29% and 21%, respectively.

In the process of trust evaluation, both the collection and provision of trust information consume terminal resources. The number of interaction rounds between the trustor and the trustee is an essential indicator of terminal resource consumption. In the CDTM and CR models, the trustor receives the trust certifications provided by the trustee before the interaction and responds after the evaluation. If the trustor agrees to exchange information after the interaction is completed, a trust certification is sent to the trustee, and a trust certification sent by the trustee is accepted. In the above process, the trustor needs at most 2 interaction rounds in a trust evaluation process, so the number of interaction rounds in each domain is 2 × 100 = 200. In the BNTW model, the trustor sends a recommendation trust request to 99 neighbors of the trustee and accepts the response. Therefore, the trustor needs 99 interaction rounds in a trust evaluation process, and the number of interaction rounds of the trustor in each domain is 99 × 100 = 9900.

The simulation results show that compared with the BNTW and CR models, the CDTM model significantly improves the average successful interaction rate of trusted terminals by approximately 55% and 109%, respectively. Simultaneously, the risk of interacting with malicious terminals is not increased, and the three models are about 15%. Furthermore, compared with the BNTW model, the CDTM model’s consumption is significantly reduced in resource consumption to collect and provide trust information. However, the performance is comparable to the CR model. Therefore, in the environment of multi-domain distribution and frequent movement of IoT terminals in smart cities, when the terminal performs cross-domain information interaction, compared with the other two models, the CDTM model can quickly establish a trust relationship with the current domain with low resource consumption.

5  Conclusion

This paper proposes a cross-domain trust model based on self-certification for smart city IoT. Unlike most trust models, this model uses self-certified trust. In the previous interaction, the two parties who successfully interacted each time calculated the trust evaluation value based on the other party’s remaining energy during the interaction, the sent number of data packets, the repetition rate of the data packets, and the transmission delay. Trustees actively provide their stored trust certifications to prove their credibility when performing cross-domain information interaction, enabling trust information to move across domains along with the terminal. After the trustor receives the trust certifications from the trustee, to alleviate collision attacks and improve the accuracy of trust evaluation, the total trust value is calculated by comprehensively considering the quantity weight, time decay weight and similarity weight. Finally, the simulation results show that the CDTM model can significantly increase the trusted terminals’ success interaction rate without increasing the malicious terminals’ success interaction rate. It has a solid ability to resist collusion attacks. At the same time, this model significantly reduces resource consumption compared with other models.
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Table 1: The relevant parameter settings in the simulation

Parameter Value
Number threshold o 25
Time window T, 150

The time unit £ that controls the decay speed in the time decay function 1/50
Terminal default initial low trust value ¢ 15
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