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Abstract: Driven by the goal of “carbon neutrality” and “emission peak”, effectively controlling system carbon emissions has become significantly important to governments around the world. To this end, a novel two-stage low-carbon economic scheduling framework that considers the coordinated optimization of ladder-type carbon trading and integrated demand response (IDR) is proposed in this paper for the integrated energy system (IES), where the first stage determines the energy consumption plan of users by leveraging the price-based electrical-heat IDR. In contrast, the second stage minimizes the system total cost to optimize the outputs of generations with consideration of the uncertainty of renewables. In addition, to fully exploit the system’s emission reduction potential, a carbon trading cost model with segmented CO2 emission intervals is built by introducing a reward-penalty ladder-type carbon trading mechanism, and the flexible thermal comfort elasticity of customers is taken into account by putting forward a predicted mean vote index on the load side. The CPLEX optimizer resolves the two-stage model, and the study results on a modified IES situated in North China show the proposed model can effectively reduce carbon emissions and guarantee economical efficiency operation of the system.
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1  Introduction

Rapid economic development has brought enormous pressure to the cause of environmental protection, among which, global warming caused by greenhouse gas emissions is a major problem facing the entire world. According to the survey, carbon dioxide emission is a key factor of climate warming; from the perspective of the composition of the total CO2 emissions, the carbon emissions generated by the energy industry occupy a major part, and for the energy industry, the power system occupies a dominant position. Hence reducing carbon dioxide emission has become an important research hotspot in power system dispatching [1]. The primary energies used in traditional power systems are mainly fossil fuels such as coal and oil, which are the main fuels that generate a large amount of CO2. Due to the emergence of the energy crisis and increasing requirements for environmental protection, the penetration rate of distributed power sources such as wind power generation, solar power generation, and natural gas power generation in the power grid has gradually increased, which provides a favorable guarantee for reducing CO2 emissions. However, how to take effective measures to fully tap the emission reduction potential of clean and distributed generations is the key to accelerating the low-carbon development. At the same time, the integrated energy system (IES) integrates various energy forms and includes the links between energy production, transmission, and consumption [2]. The construction of IES is an important technical means to improve the consumption of high-proportion renewable energies and control carbon dioxide emissions, which is of great practical significance for promoting energy transformation and ensuring low-carbon economic operation of the system [3].

In recent years, the carbon trading mechanism (CTM) has attracted the attention of researchers owing to its advantages in reducing system carbon emissions. Reference [4] utilized CTM to allocate the outputs of power supply units and considered the fairness of carbon trading and the uncertainty of wind generation; Reference [5] considered the carbon trading cost in the electricity-gas joint optimization, which ensured the low-carbon and economical properties of IES in stochastic scenarios. The ladder-type carbon trading (LTCT) operation mechanism was analyzed in reference [6] and applied to the IES to verify the effectiveness in reducing system carbon emissions and promoting wind power consumption. Reference [7] utilized CTM to improve the economics and environmental benefits of IES with multiple stakeholders. The above references have successfully introduced the CTM into the optimal scheduling of IES; however, most carbon trading is traditional trading with fixed trading prices. Although this method has made a certain impact, the performance has not yet achieved a satisfactory level.

Demand response (DR), as an effective means to stimulate the flexibility of users’ energy consumption, plays an important role in improving the economy, its energy conservation, and emission reductions in general. An IES optimization operation model is presented in reference [8], which considers the energy consumption characteristics of users to implement DR. Reference [9] utilized price and incentive-based demand response to promote wind power consumption. Reference [10] evaluated the DR potential of the time-shiftable loads in Inner Mongolia and analyzed the impact of the electricity sale price on DR potential. Reference [11] leveraged DR as a flexible resource on the load side to improve the flexibility of system operation, thereby promoting the consumption of variable renewable energies. IDR strategies such as electric power substitution and load shifting are leveraged in reference [12] to excavate the demand elasticity of smart buildings. However, the existing references which consider the IDR generally determines the controllable heat load based on a fixed percentage of the total heat load or a function related to the outdoor temperature, which fails to flexibly adjust the controllable heat load according to the changes in the temperature needs of customers at different periods. In addition, most of the current research on IDR is aimed at system economy and promoting renewable energy consumption but lacks analysis on the effect of CO2 emission reduction.

Given the above problems, this paper introduces reward-penalty LTCT to exploit the emission reduction potential of distributed energy fully, and utilize the user’s flexible thermal comfort elasticity to implement the IDR strategy. In addition, to improve the low carbon and economy of the power system through the synergy of multiple parties, a low-carbon economic scheduling method of IES with consideration of the coordinated optimization of LTCT and IDR is constructed respectively from the perspective of CO2 emission management on the energy supply side and the load side. The contributions mainly include the following three aspects:

(1)   To reduce the carbon emissions of the system effectively, a novel two-stage low-carbon economic dispatch framework is established for the IDR-enabled IES with LTCT, where the first stage utilizes price-based IDR to guide users to take emission reduction behaviors. The second stage minimizes the total cost to optimize the output of generations and the purchased energy with consideration of the uncertainty of renewables and LTCT.

(2)   To fully exploit the CO2 emission reduction potential, a reward-penalty LTCT program is implemented. A carbon trading cost model with carbon emission interval segments is proposed, which manages to guide high-carbon units to reduce emissions outputs and low-carbon units to increase outputs through changing carbon trading prices.

(3)   A heat load demand model is established by constructing the building transient heat balance equation. The flexible thermal comfort elasticity of customers is taken into account by the time-based constraints of the predicted mean vote (PMV) index.

2  Structure Modeling of the IES

2.1 Overall Framework of the IES and Low Carbon Operating Mechanism

Fig. 1 presents the overall structure of the IES. The electric loads are supplied by the wind turbine (WT), photovoltaic (PV), gas turbine (GT), as well as the main grid; the GT and gas boiler (GB) is responsible for supplying energy to the heat load. A battery energy storage device improves the flexibility of the system operation by storing and releasing electric power. Power to gas (P2G) device converts electric power into natural gas to provide part gas energy for GT and GB and consumes renewable energies. For ease of analysis, the electric power purchased from the primary grid is assumed to be generated by thermal power units, which are high-carbon emission sources. At the same time, GT and GB are low-carbon emission sources [13].
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Figure 1: Structure diagram of the IES

To qualitatively analyze the low-carbon operation mechanism for coordinated optimization of LTCT and IDR, the schematic comparison of multiple power generation outputs whether applying LTCT and IDR in IES is shown in Fig. 2. Four modes are set for comparative analysis, i.e., no carbon trading, traditional carbon trading, ladder-type carbon trading, and ladder-type carbon trading + IDR. The low carbon units refer to GB and GT, and the high carbon units refer to thermal power generations. Taking the peak load period as an example, the introduction of CTM will increase the outputs of low-carbon sources and reduce the outputs of high-carbon emission units. However, the implementation effect of the traditional CTM with the fixed carbon trading price is limited; although the CO2 emission has been reduced to a certain extent, it has not reached a satisfactory level. In contrast, the LTCT, which has fluctuating carbon trading prices, gives full play to the emission reduction potential of low-carbon generators and dramatically increases the power generation ratio of low-carbon sources. In addition, after considering the IDR, the system’s CO2 emissions are further decreased due to the shift of electric demand during peak periods and the cutting heat load.
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Figure 2: Low-carbon schematic diagram of source-load coordinated optimization during peak load period

2.2 Reward-Penalty Ladder-Type Carbon Trading Model

CTM is an effective management way to limit CO2 emissions, carbon emission sources could sell or buy carbon emissions in the carbon trading market according to the allocated carbon emission quota and the actual carbon emissions, thereby realizing the control of the total carbon emission of the system [14].

The carbon emission quota is generally related to the output power of the generation. WT and PV are renewable energy sources and are considered to have no carbon emissions. The GT provides both electric and heat energy; the carbon emission quota for GT is allocated according to the total heat supply, which is obtained by converting the electric power into heat supply and adding the original heat supply [15]. Therefore, the carbon emission quota of GT can be expressed as follows:

BGT=λGT∑t=1T(βPGT,t+HGT,t)(1)

where, BGT and λGT are respectively the carbon emission quota and the quota coefficient of GT; β is the electrothermal conversion coefficient of GB; PGT,t and HGT,t are the electric and heat supply of the GT during period t; T is a scheduling cycle.

The GB only supplies heat energy to the system, so its carbon emission quota is [16]:

BGB=λGB∑t=1THGB,t(2)

where, BGB and λGB are respectively the carbon emission quota and the quota coefficient of GB; HGB,t is the heat output of the GB during period t.

The carbon emission quota of the primary grid is:

Bbe=λbe∑t=1TPbe,t(3)

where, Bbe and λbe are the carbon emission quota and the quota coefficient for the purchased electricity; Pbe,t is the purchased electric power during period t.

Therefore, the total carbon emission quote B of the IES is:

B=BGT+BGB+Bbe(4)

Corresponding to the carbon emission quota, the IES has three carbon emission sources, namely GT, GB, and the purchased electricity.

Besides, P2G equipment absorbs CO2 in converting electricity to gas, thereby offsetting part of the CO2 emitted by carbon emission sources [17]. Therefore, the actual CO2 emission D of the system is:

D=∑t=1T[δGT(βPGT,t+HGT,t)+δGBHGB,t+δbePbe,t−δP2GPP2G,t](5)

where, δGT, δGB and δbe are respectively the carbon emission intensities of GT, GB, and the purchased electricity; δP2G and PP2G,t are the carbon capture intensity and input power of the P2G equipment during period t.

LTCT refers to dividing carbon emissions into multiple ranges for carbon trading. In this work, the reward-penalty LTCT is introduced for the purchase and sale of CO2. The relationship between carbon trading price and the amount of carbon emission is shown in Fig. 3. When the actual carbon emission is greater than the carbon emission quota, the carbon emission source needs to purchase the carbon emission quota from the carbon trading market; the higher the CO2 emissions, the higher the carbon trading price of excess carbon. While on the contrary, when the actual carbon emission of the system is less than the carbon emission quota, the carbon emission source can sell the carbon emission quota to the carbon trading market; the smaller the CO2 emission, the higher the carbon trading price [18], and the government would also provide certain subsidies. The reward-penalty ladder carbon trading cost model is expressed as [19]:

Fc={…σ(B−D−p)ω+σ(B−D)B−2p<D≤B−pσ(B−D)B−p<D≤Bσ(D−B)B<D≤B+pσ(D−B−p)ε+σ(D−B)B+p<D≤B+2pσ(D−B−2p)ε+σ(D−B−p)ε+σ(D−B)B+2p<D≤B+3p…(6)

where, Fc is the carbon trading cost, which is negative when B>D, and positive when B<D; σ is the base carbon trading price; p is the step size of carbon emission interval; ω is the growth rate which combines subsidies and the carbon trading prices when carbon emission sources purchase carbon emission; ε is the growth rate of carbon trading prices when carbon emission sources purchase carbon emission.
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Figure 3: Schematic diagram of reward-penalty LTCT

2.3 IDR Model

IDR is one of the important ways to motivate users to participate in system scheduling actively. The mathematical models of time-shiftable electrical load and cuttable heat load are respectively established, which fully uses the coupling and complementary relationship between electric and heat energy. In addition, the time-of-use price is generally applicable and simple to implement [20], so this paper adopts this incentive method.

2.3.1 Time-Shiftable Electric Load

Except for the fixed electric load, there has a part of the time-shiftable load that can adjust the power consumption amount and period according to the electricity price information to reduce the users’ energy consumption cost and smooth the load peak-to-valley power difference [21]. Therefore, the total electricity load of users is expressed as:

PL,t=PFL,t+PSL,t(7)

where, PL,t, PFL,t, and PSL,t are the total electrical load, the fixed electricity load, and the time-shiftable electricity load of users during period t.

2.3.2 Cuttable Heat Load

Considering that the heating load accounts for 80%--90% of the users’ heat load in winter and has great adjustment potential, the heat load in this paper refers to the heating load of users [22]. The relationship between the heat load demand and indoor temperature can be reflected by the transient heat balance equation of the building to link the heat load demand and temperature [23] as follows:

dTtindt=HOL,t−(Ttin−Ttout)⋅R⋅Scair⋅ρair⋅V(8)

where, Ttin and Ttout are the indoor and outdoor temperatures during period t, respectively; R is the comprehensive heat transfer coefficient of the building; S and V are the surface area and volume of the building; Cair and ρair are the specific heat capacity and density of indoor air; HOL,t is the heat load demand during period t.

Eq. (8) is a first-order differential equation. Since the outdoor temperature does not change much during a short period, it can be regarded as a constant within a short period. Solving Eq. (8), the heat balance equation can be linearized as follows:

Ttin=(−R⋅Scair⋅ρair⋅V⋅Δt)⋅(Tt−1in−Ttout−HOL,t⋅1R⋅S)+(Ttout+HOL,t⋅1R⋅S)(9)

Shift and transform Eq. (9), the terminal heat load model can be given as:

HOL,t=[Ttin−Ttout]+R⋅Scair⋅ρair⋅V⋅Δt⋅[Tt−1in−Ttout]1R⋅S+1cair⋅ρair⋅V⋅Δt(10)

Generally, the thermal comfort temperature of users is ambiguous, so they can reduce a certain amount of heat load within an acceptable range according to their own requirements for thermal comfort, which not only can save the energy cost for users, but also reduce the outputs of power generations and the system carbon emission [24]. Therefore, the heat load demand after IDR is:

HL,t=HOL,t−HCL,t(11)

where, HL,t and HCL,t are respectively the heat demand after IDR and the reduced heat load during period t.

To accurately reflect the users’ temperature feeling during heating, the PMV index is introduced to quantify the users’ thermal comfort as [25]:

PMV=2.43−3.76(Ts−Ttin)M(Icl+0.1)(12)

where, Icl is the thermal resistance of clothing; Ts is the average temperature of human skin in a comfortable state; M is the energy metabolism rate of the human body;

Table 1 presents the thermal comfort state of the human body under different index values [26]. Studies have shown that PMV values between ±1 could also meet the thermal comfort request of customers [25]. In addition, since the users are generally in a sleep state at night and hence are less sensitive to thermal sensation than that during the day, this paper limits the PMV value by different time periods within a scheduling cycle. As shown in Fig. 4, the PMV value during the daytime is limited to the range of ±0.5, and at night is relatively relaxed to the range of ±1.
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Figure 4: The range of PMV value

3  Two-Stage Dispatch Model of IES for Source-Load Coordination

A two-stage low-carbon dispatch model of IES for source-load coordination optimization is constructed considering the LTCT on the energy supply side and IDR on the load side. The first stage utilizes time-of-use price to determine the energy consumption plan of users; the second stage optimizes the output of generations and the purchased energy. Taking into account the volatility of renewables then, the spinning reserves are provided by the system in the form of a chance constraint.

3.1 First-Stage Model

3.1.1 Objective Function

To fully mobilize users to participate in IDR, the target of the first-stage actively is set to minimize the energy cost of users, i.e.,

minF1=∑t=1TμtPL,t+γtHL,t+κ(HCL,t)2(13)

where, F1 is the energy cost of the users; μt and γt are the time-of-use electricity and heat price; κ is the penalty factor, which is used to constrain the reduction of the heating load according to the user’s requirements for thermal comfort temperature; κ(HCL,t)2 is the penalty cost caused by the decrease in thermal comfort caused by the reduced heat load [27].

3.1.2 Constraints

1)   Electric Load Constraints

∑t=1TPSL,t=α∑t=1TPL,tPSL,tmin≤PSL,t≤PSL,tmax(14)

where, α is the proportion of time-shiftable electric load; PSL,tmin and PSL,tmax are the lower and upper limits of the time-shiftable electric load during period t, respectively.
2)   Heat Load Constraint

0≤HCL,t≤HOL,t−HL,tmin(15)

where, HL,tmin is the minimum heat demand during period t.

3)   PMV Index Constraints

{|PMV|≤0.57:00−20:00|PMV|≤10:00−7:00,20:00−24:00(16)

3.2 Second-Stage Model

3.2.1 Objective Function

The energy consumption plan of users solved by the first-stage model is taken into the second-stage model for system energy balance. Due to the randomness of renewables, the battery energy storage, GT, and the purchased electric energy provide a spinning reserve for the IES. The target is to minimize the total cost of the purchased electricity energy, natural gas energy, and carbon trading:

minF2=Fbe+Fbg+FcFbe=∑t=1T(θbePbe,t+ςbeRbe,t)Fbg=∑t=1T[θbgQg(PGT,tηGTe+HGB,tηGB−PP2G,tηP2G)+ςbgQgRGT,tηGTe](17)

where, F2 is the total cost of IES; Fbe, Fbg, θbe, θbg are respectively the cost and price of purchased electricity and natural gas; ςbe and ςbg are the price of spinning reserve supplied by the main grid and gas sources, respectively; Pbe,t and Rbe,t are the purchased electric energy for users and spinning reserve from the main grid during period t; RGT,t and ηGTe are the spinning reserve supplied by the GT during period t and the gas-to-electricity efficiency; ηP2G and ηGB are the energy conversion efficiencies of P2G equipment and GB, respectively; Qg is the low calorific value of natural gas.

3.2.2 Constraints

1)   Energy Balance Constraints

Pbe,t+PREG,t+PGT,t−PP2G,t+PDC,t−PCH,t=PL,tHGT,t+HGB,t=HL,t(18)

where, PREG,t is the predicted output of renewables during period t; PCH,t and PDC,t are the charging and discharging power of the battery energy storage during period t.
2)   Device Constraints

The operating constraints of GT, GB, and P2G devices are as follows [6]:

{PGT,tmin≤PGT,t≤PGT,tmax−rGT,id,max≤PGT,t−PGT,t−1≤rGT,iu,maxPGT,t=πHGT,tHGB,tmin≤HGB,t≤HGB,tmax−rGB,id,max≤HGB,t−HGB,t−1≤rGB,iu,maxHGB,tmin≤HGB,t≤HGB,tmax−rGB,id,max≤HGB,t−HGB,t−1≤rGB,iu,max0≤PP2G,t≤PP2G,tmax(19)

where, PGT,tmax and PGT,tmin are the maximum and minimum outputs of the GT; rid,max and riu,max are the maximum downward and upward ramp rates of the device i; HGB,tmax and HGB,tmin are the minimum and maximum thermal power of the GB, respectively; PP2G,tmax is the maximum input power of P2G equipment; π is the thermoelectric ratio of the GT.

3)   Spinning Reserve Constraints [28]

PGT,t+RGT,t≤PGT,imaxPbe,t+Rbe,t≤Pbe,imaxRbess,t≤min{γDC(S(t)−Smin)/Δt,PDC,tmax−PDC,t}(20)

where, Rbess,t is the spinning reserve provided by the battery energy storage during period t; γDC is the discharge efficiency; Smin is the minimum capacity of the energy storage.
When the output of renewables fluctuates, its predicted value will deviate from the actual value. Therefore, the spinning reserve provided by the battery energy storage, GT, and the purchased electricity must ensure that the difference can be filled to guarantee the safe operation of the system. The spinning reserve constraint expressed by the chance constraint form is [28]:

Pr{Rbe,t+RGT,t+Rbess,t≥PREG,t−PtW−PtPV}≥ψ(21)

where, PtW and PtPV are the actual outputs of WT and PV during period t; Pr represents the probability of the event being established; ψ is the confidence.

4)   Main Grid Constraints

Pbemin≤Pbe,t≤Pbemax(22)

where, Pbemax and Pbemin are the upper and lower limits of the purchased electricity.

5)   DC Power Flow Constraints

fij,t=(θi,t−θj,t)/xij−fijmax≤fij,t≤fijmax−θimax≤θi,t≤θimaxθref=0(23)

where, fij,tandxij are the transmission power and the reactance of the transmission line between node i and node j during period t; θi,t is the voltage phase angle of a node during period t; fijmax is the capacity of the transmission line ij; θimax is the maximum voltage phase angle of node i; θref is the voltage phase angle of the balance node.

6)   Gas grid constraints [29]

Mbg,t−PGT,tηGTe−HGB,tηGB+PP2G,tηP2G+∑j∈N(i)Lij,t=0{Lij,t=nij,tSij|pi,t2−pj,t2|nij,t={1pi,t≥pj,t−1pi,t<pj,tLijmin≤Lij,t≤Lijmaxpimin≤pi,t≤pimaxMbgmin≤Mbg,t≤Mbgmax(24)

where, Lij,t is the natural gas flow of pipeline ij during period t; N(i) is the set of all-natural gas nodes connected to node i; Sij is a fixed parameter related to the length of the pipe; pi,t is the pressure at node i during period t; Lijmin and Lijmax are the minimum and maximum natural gas flow of pipeline ij； Mbgmax and Mbgmin are the upper and lower limits of the purchased natural gas.

The battery storage constraints can be found in [26], which are not repeated in this paper.

3.3 Model Solving

Eq. (21) is a chance constraint that is difficult to solve directly by the CPLEX solver. Therefore, a new 0–1 variable W is introduced to transform the original constraint into a deterministic form. The variable satisfies the following relationship:

W={1,Rbe,t+RGT,t+Rbess,t≥PREG,t−PtW−PtPV0,otherwise(25)

Eq. (25) shows that when the total spinning reserves provided by the battery energy storage, GT, and the purchased electric energy are not less than the difference between the expected and the actual outputs of the renewables, this variable is taken as 1; otherwise it is 0. The natural gas network constraints are linearized using the iterative algorithm in [30]. Thus the original uncertain model with the chance constraint is transformed into a deterministic mixed-integer linear programming (MILP) form that CPLEX solver could directly resolve. The solution process is presented in Fig. 5.
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Figure 5: Solution flow chart

4  Case Analysis

To illustrate the model’s low-carbon economic effect, a modified IES based on a real system in North China is used for the case study, which employs the typical IES structure shown in Fig. 1. The system integrates three forms of energy: heat, electricity, and gas. Furthermore, a wind farm, a PV power station, three natural gas wells, and representative energy conversion equipment such as GB, GT, and P2G devices, as well as battery energy storage, are integrated into the IES. The predicted curves of the electric load, WT-PV combined outputs, and outdoor temperature on a typical winter day is presented in Fig. 6. The parameter settings are shown in Table 2 [19,26], PMV index parameters refer to reference [24], and the time-of-use electric and heat price is shown in Table 3.
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Figure 6: Forecast values of renewable outputs, electric load, and outdoor temperature
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To demonstrate the superiority of the combined optimization of LTCT and IDR, four operating cases are set up for comparative analysis, among which the carbon trading price in traditional carbon trading is fixed as the initial carbon price. The confidence level selection of the chance constraint needs to consider the economy and reliability of system operation comprehensively. This paper refers to [26] and takes a 95% confidence level to reach a trade-off between economy and reliability.

Case 1: traditional carbon trading without IDR;

Case 2: traditional carbon trading with IDR;

Case 3: ladder-type carbon trading without IDR;

Case 4: ladder-type carbon trading with IDR.

4.1 Carbon Emissions and Economic Analysis

The CO2 emissions, carbon trading cost, energy purchase cost and the total cost under different cases are shown in Table 4.
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Table 4 shows that the CO2 emissions from case 1 to case 4 gradually decrease, which indicates that considering the LTCT and IDR is beneficial to suppress the CO2 emissions of the system; Specifically, case 4 considers IDR compared with case 3, although the carbon trading cost increases, the energy purchase cost and the total cost are reduced; case 4 considers LTCT compared with case 2, the carbon emissions reduces by 12.03%, while the total cost only increases by 2.33%, which shows that the proposed model can effectively reduce carbon emissions while ensuring the operating economy of the system.

4.2 Integrated Demand Response Analysis

After considering the IDR, the electric and heat load changes are shown in Figs. 7 and 8.
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Figure 7: Power of the electric load
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Figure 8: Power of the heat load

Fig. 7 shows that after considering IDR, the fluctuation of the overall electrical load curve is significantly slowed down, which reflects the advantages of peak-shaving and valley-filling. Fig. 8 shows the heat loads are cut to different degrees in different periods when considering the IDR, but they do not exceed the minimum heat load demand. This illustrates that the proposed IDR model ensures the basic thermal comfort request of customers under the PMV index. The cuttable heat load is conducive to decreasing the output of the generations to reduce the overall CO2 emission level.

The penalty factor reflects the users’ request for thermal comfort. To analyze the influence of the penalty factor on system scheduling, therefore, the total amount of heat load reduction and the system carbon emissions under different penalty factors are presented in Fig. 9.
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Figure 9: Cuttable heat load and carbon emissions under different penalty factors

Fig. 9 illustrates that the penalty factor affects the amount of the cuttable heat load and the carbon emissions. The cuttable heat load decreases as the penalty factor increases, while the carbon emission gradually increases. The penalty factor reflects the customers’ requests for thermal comfort; the larger the value, the higher the requirements of users for thermal comfort. Therefore, the penalty factor should be reasonably set according to the user’s thermal comfort requirements and the system’s emission reduction demands under the actual situation to achieve the trade-off between the user’s thermal comfort and the system’s carbon emissions.

4.3 Unit Output Analysis

Fig. 10 presents the total amount of the purchased electricity and the heat outputs of the GT and GB under the four cases in a scheduling cycle. Due to the thermo-electric ratio constraint of the GT, the change trends of the electric and the heat output of the GB are roughly the same, so only the change of the heat output is shown here.
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Figure 10: The total outputs of GT, GB, and the purchased electric energy under different cases

It can be seen from Fig. 10 that under cases 3 and 4, which consider the LTCT, the purchased electricity, and outputs of the GB decrease, while the outputs of GT increase. The reason is that the LTCT restrains the purchase of electric energy which has high CO2 emissions, and increases the electric outputs of the GT with low CO2 emissions by changing the carbon trading price. Owing to the thermo-electric ratio constraint, the heat outputs of the GT also increase, hence the GB reduces the outputs to maintain the balance of the heat load. The above shows that the LTCT can efficiently restrain the high-carbon generators and increase the output of low-carbon sources, accordingly reducing the system’s overall carbon emission degree.

The input power of the P2G device under different cases is shown in Fig. 11.
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Figure 11: Input power of P2G device under different cases

It can be seen from Fig. 11 that the P2G device has no input in all cases during the daytime, the reason is that the electric demand is high during the daytime, and correspondingly, there is no excess power output to supply P2G; Besides, due to the increment of the electric load demand at night after IDR, the power supplied to P2G is reduced during the night under case 2 when compares with case 1. Moreover, the inputs of P2G remain unchanged under cases 1 and 3, this is because the energy transfer is mainly reflected in the spinning reserve aspect due to the price of spinning reserve, so the spinning reserves purchased from the main grid are reduced and supplied from the GT is increased after considering LTCT, while the P2G device mainly consumes renewable generations, therefore the inputs of the P2G remains the same.

4.4 Carbon Trading Price Analysis

Fig. 12 shows the changes in energy purchase cost, total cost and CO2 emissions under different carbon trading prices in case 4.
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Figure 12: CO2 emissions and system costs under different carbon trading prices

From Fig. 12, it can be observed that CO2 emissions decrease with the increase in carbon trading price, and the carbon trading cost continues to increase. This is because the LTCT reduces the power outputs of high carbon units and increases the outputs of low carbon units to reduce CO2 emissions. When the carbon trading price is 1000 ¥/t, the CO2 emissions and the energy purchase cost of the system remain unchanged; the reason is that the GT has reached the maximum output. Besides, the capacity of the GT is smaller than the purchased electric power, so the system’s actual CO2 emission will not be less than the quota, and the total cost increases proportionally with the increase of the carbon trading price.

5  Conclusion

To reduce the carbon emission level of power systems, a two-stage low-carbon economic scheduling framework for the coordinated optimization of ladder-type carbon trading and IDR for an IES is proposed in this paper. In this framework, a reward-penalty ladder-type carbon trading mechanism with segmented CO2 emission intervals is built to exploit the system’s emission reduction potential fully, and the flexible thermal comfort elasticity of customers is taken into account by putting forward a predicted mean vote index on the load side. According to the simulation results, the following conclusions can be drawn:

(1)   The proposed IES two-stage low-carbon economic dispatch model manages to reduce the system’s overall carbon emissions simultaneously from the energy supply and the demand side, and meanwhile guarantee the economy of the system operation, which provides an effective way to accelerate the low-carbon development.

(2)   Compared with traditional carbon trading, the ladder-type carbon trading can further restrain the output ratio of the purchased electricity with high-carbon emissions and increase the outputs of GT and GB with low-carbon emissions, which effectively guides the system towards a low-carbon and clean operation to a greater extent; Besides, the increase of carbon trading price can restrain the carbon emissions of the system, but at the same time could increase carbon trading cost. Therefore, the carbon trading price should be reasonably selected to trade off the low-carbon economy of the system.

(3)   The proposed IDR can smooth the load fluctuation, reduce the load peak-to-valley difference and decrease the system carbon emissions while guaranteeing the thermal comfort requirements of users within an acceptable range; The user’s flexible thermal comfort elasticity can stimulate the emission reduction potential of IDR by introducing the predicted mean vote index, which provides a new perspective for utilizing IDR to achieve carbon reduction.

In our future work, the deep mining of the model will be studied, and the IDR model will be improved by combining carbon flow tracking. In addition, it is assumed that the electric power purchased from the main grid is generated by thermal power generations, while a more realistic scenario shall be considered.
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Table 1: Thermal comfort state of human body

PMV -3 -2 -1 0 +1 +2 +3

State cold cool Slightly comfort Slightly warm hot
cool warm
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Table 3: Time-of-use electric and heat prices

Period

Electric price (¥/kWh)  Period Heat price (¥/kWh)
1:00-6:00, 22:00-24:00  0.32 1:00-7:00, 23:00-24:00  0.67
7:00-9:00, 20:00-21:00  0.57 8:00-9:00, 17:00-22:00  0.28
10:00-19:00 0.92 10:00-16:00 0.48
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Table 4: Carbon emissions and costs of different cases

Case CO, emission (t) Carbon trading Energy purchase  Total cost (%)
cost (¥) cost (¥)

Case 1 14.26 89.57 11147.33 11236.89

Case 2 14.13 102.74 10768.60 10871.34

Case 3 12.80 121.88 11328.60 11450.47

Case 4 12.43 144.38 10979.82 11124.20
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Table 2: Parameter setting
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