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Abstract: A Mobile Ad hoc NETwork (MANET) is a self-configuring network that is not reliant on infrastructure. This paper introduces a new multipath routing method based on the Multi-Hop Routing (MHR) technique. MHR is the consecutive selection of suitable relay nodes to send information across nodes that are not within direct range of each other. Failing to ensure good MHR leads to several negative consequences, ultimately causing unsuccessful data transmission in a MANET. This research work consists of three portions. The first to attempt to propose an efficient MHR protocol is the design of Priority Based Dynamic Routing (PBDR) to adapt to the dynamic MANET environment by reducing Node Link Failures (NLF) in the network. This is achieved by dynamically considering a node’s mobility parameters like relative velocity and link duration, which enable the next-hop selection. This method works more efficiently than the traditional protocols. Then the second stage is the Improved Multi-Path Dynamic Routing (IMPDR). The enhancement is mainly focused on further improving the Quality of Service (QoS) in MANETs by introducing a QoS timer at every node to help in the QoS routing of MANETs. Since QoS is the most vital metric that assesses a protocol, its dynamic estimation has improved network performance considerably. This method uses distance, linkability, trust, and QoS as the four parameters for the next-hop selection. IMPDR is compared against traditional routing protocols. The Network Simulator-2 (NS2) is used to conduct a simulation analysis of the protocols under consideration. The proposed tests are assessed for the Packet Delivery Ratio (PDR), Packet Loss Rate (PLR), End-to-End Delay (EED), and Network Throughput (NT).
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1  Introduction

Mobile Ad hoc NETwork (MANET) is very beneficial in different scenarios. In order to support routed communication between multiple Mobile Nodes (MN), a routing protocol helps to determine node communication links and routes packets accordingly. Hence, a MANET becomes highly adaptable and can be deployed in almost all environments. These MANETs advance the operational efficiency of specific civilian applications. MANET can be divided into two types: infrastructure and infrastructure-less networks. To connect MN to the fixed infrastructure, fixed equipment such as Base Stations (BS) and Access Points (AP) are used. When a source MN wishes to communicate with another MN, the source MN does not need to be aware of the routes between them in order to trigger communication with the BS. MANET has no fixed architecture. However, the communication paradigm follows the Open System Interconnection (OSI) network model [1–5].

Some of the challenges and issues faced in MANETs cause difficulties in the communication process. Unless these challenges are known and predicted, it is impossible to design systems that help communication among MANETs. Generally, routing is one of the primary tasks of every node connected to a MANET. Since mobility is one of the criteria distinguishing MANETs from other wireless technologies, reconfiguring the network into routes is a mandate for communication. This can be achieved only by the routing strategies, which are classified mainly into Multi-hop routing. Quality of Service (QoS) defines the efficiency of a network, showing the PDR of the communication. Both types of routing provide different QoS due to their respective routing strategies. Multipath routing is transmitting data from a single Source Node to a single Destination Node through multiple paths (Fig. 1). MANET communication is only possible between nodes in direct range of each other, which means data needs to be relayed by some other intermediate node. A data packet is sent through Multi-Hop Routing (MHR) available at the instant of data transmission to the intended Destination Node. One of the main reasons for doing this is to increase the reliability of the transmitting data, and the other is to balance the routing load. Load Balancing (LB) is part of this routing that aims to share the available bandwidth among the nodes, reducing bandwidth limitations.
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Figure 1: Model of multipath routing

The challenging part of communication among MN is to select the most appropriate next node dynamically among a given set of Neighborhood Nodes (NN) in MANET. In MANETs, auto-reconfiguration of ad hoc links takes place as and when required by just finding the reachable and nearest MN to route data from Source Node (SN) to Destination Node (DN) [5–10]. This, however, does not result in the best performance due to the changing dynamics in the MANET. An inefficient NN selection may result in link breakages, lost routes and hence failure of the entire route, leading to slow network failure. Hence, there is a need to consider other link and MN metrics to enhance the routing performance [4]. For MANET, there is a wide range of routing protocols to choose from. Before transmitting data to the DN, all traditional routing protocols build the route. As a result, an Node Link Failures (NLF) in MANET is possible. The data never reaches the DN due to NLF in the network. The Source Node reconfigures the data transmission route after that. In MANET, this tends to result in End to End Delay (EED) and routing overhead. This research proposes Priority Based Dynamic Routing (PBDR), which is a new routing method to address this. The PBDR also uses the Locate the Link Residual Life (LRL) to build the route [10–15].

2  Related Works

MNs in a MANET should use this protocol. It provides rapid adaptation to dynamic link conditions, low processing and memory overhead, and low network allocations and helps determine unicast routes to Destination Node within MNs. It ensures loop freedom by using DN sequence numbers, preventing the issues that come with traditional distance vector protocols. Each MN acts as a highly specialised router, and routes are obtained on-demand rather than at regular intervals. This routing algorithm is suitable for a dynamic, self-starting network, like the one MANET users can set up [16–20].

The author has proposed that QoS is a measure of successful communication in PDR with minimal latency [21–25]. The Pakcdet Delivery Ration (PDR), Packet Loss Ratio (PLR), and EED occurring in the network are the three parameters generally assessed to estimate the QoS. Apart from these, NT is another primary parameter for judging network performance under various conditions. These techniques increase the network performance. The author has proposed that a survey of all the QoS-based routing protocols has shown the significance of QoS. However, this parameter alone does not serve as a stand-alone strategy for routing.

Core-Extraction Distributed Ad Hoc Routing (CEDAR) is a routing protocol that proactively sets up a core set for route configuration, QoS management, routing information, and packet forwarding. On behalf of these nodes, only core hosts maintain local topology information, actively engage in the exchange of topology and available bandwidth information, and carry out the necessary route discovery, route maintenance, and call admission. A greedy algorithm is used to create an estimated total minimal level dominating set in advance, in which all hosts in the network are either members of the core/one-hop Neighbour Nodes or not [26–30].

The author proposed in this study a novel routing algorithm based on SGC to minimize network overhead and achieve better MANET robustness and reliability. Based on ant foraging and work division, the design concept was born. By implementing a selective global correction to pheromone intensity, a more efficient route selection mechanism is created. The results show that, when compared to the AODV routing protocol and algorithm with selective global correction introduced in this paper, the function of each MN in MANET can reduce EED, improve stability, and increase the effectiveness of communication [31–35]. In order to obtain the routes to the Destination Node, generally, the route request messages are flooded across the network. Not all the request (REQ) messages are responded to with a route reply, which indicates the number of unwanted route REQ messages. A reliability check and flood algorithm for a wireless multi-hop network improve the network’s reliability by controlling flooding and single hop authentication checks. This method also uses link quality estimation in the network [36–40].

The Ant Routing Algorithm (ARA) suggested a new routing method for MANETs that refers to the biological behaviour of large communities of insects like ants and bees. MANETs, which are primarily made up of nodes with limited capacities and moving randomly in an unpredictable environment, can be used to replicate the success of complex solutions with only a small amount of intelligence and the capacities of each individual. To improve the ARA routing algorithm, new performance measures for determining how good a route is between two nodes were found [41–45].

3  Proposed Work

3.1 Link Aware Improved Dynamic Routing

MNs transmit data without the use of external devices like APs in MANETs. MANET nodes are self-contained and capable of acting as relays. The node-to-node link is also dynamically changing. In a highly dynamic environment, it is difficult to transmit data to the node. The MANET’s highly dynamic environment is proposed to be used by PBDR. Before forwarding data through a node, the LRL reduces the NLF. When choosing the Next Forwarder Node (NFN), the velocity of the moving mode is taken into account. This allows the PBDR to lower the network’s EED. The proposed routing scheme lowers routing overhead while also lowering the EED. In addition, the NLF is reduced by this scheme.

The link between the nodes is constantly changing as the network’s topology changes. If the DN is within the SN’s transmission range, the node sends the information directly to the indented DN. The SN transmits through intermediate relay nodes if the Destination Node is present outside of the communication range. The MN functions as a relay node in and of itself. MANET supports a wide range of routing protocols. All traditional routing protocols build the route before transmitting data to the DN.

As a result, there is a chance that an NLF will occur in MANET. The data never reaches DN because of NLF in the network. The Source Node reconstructs the data transmission route after that. In MANET, this results in EED and routing overhead. To address this, this paper proposes PBDR, a new routing scheme. The LRL is also used by the PBDR to construct the route. Based on the LRL and the node’s speed, the PBDR selects the NFN. The SN in PBDR locates the list of NN. The NFN is then chosen based on the LRL and distance to the DN. The SN is unaware of the entire route to the DN. The intermediate relay node is also responsible for reconstructing the route failure in the proposed method.

NFN is an option provided by the proposed routing method. Furthermore, because the LRL is factored into the equation when attempting to build the route, the proposed method has a lower risk of NLF. The routing approach is used to minimize the EED by considering the distance between the currently active node and the targeted DN. The network’s reliability is ensured by lowering the NLF.

The concept of proposed routing, which is the intermediate process between the SN and DN to transmit data, is explained in Fig. 2. The SN intends to send the data to the DN. To form the NN list, the SN first determines which nodes are within their communication range. First, see if DN is in the NN list. If it exists, the data is sent directly to the DN. If not, it uses the following procedure to find the best forwarder node in the NN list.
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Figure 2: Architecture diagram of proposed improved multi-path dynamic routing

Algorithm for Link Residual Life

Step 1. LRL link between SN and NN.

Step 2. Decide the distance between the nodes in the NN and DN graphs.

Step 3. As an NFN, select the node with the highest LRL and the shortest path.

Step 4. Send the information to the best forwarder node available.

Step 5. Step 1 is iterated until the data packet receives DN.

The LRL is the period of a link between two MNs. The LRL is computed using Eq. (1)


LRL=MobileNode_Distan⁡ceRelative_Distan⁡ce
(1)

Distance implies the NN must move to prevent the SN. The relative velocity calculates the moving node’s direction, Eq. (2)


Relative_Velocity=Node_DisplacementTransmission_Time
(2)

To become an NFN, the distance between the node and the DN should decrease. The proposed routing scheme is expected to reduce the PLR during routing due to reducing NLFs in the network. The network route EED will also be reduced.

3.2 An Improved Priority Dynamic Routing

The use of MANETs is increasing rapidly, primarily due to mobility. Applications requiring high PDR are usually critical during network communications, like military operations and disaster management. The challenges involved in routing in a highly mobile environment are many. The unavailability of relaying nodes often hinders the successful data transmission of nodes in a MANET. However, the condition where the availability of nodes is high yet routing operations are entirely productive and successful gives rise to the need for dynamic routing strategies. PBDR was designed to minimize NLFs and improve the quality of routing in MANETs. In this chapter, an improvement on a proposed method to further improve QoS in MANETs is introducing a QoS timer at every node to help in the QoS routing of MANETs. The addition of a counter at each node fixes a time interval (Kij) for checking QoS.

The QoS is measured using the QoS by Eq. (3).


QoS=∑ij Data Packet_IN|∑ij Data Packet Flow OUTKi,j
(3)

where ‘i’ is the previous instant of time, and ‘j’ is the current instant of time. Every node in the network has its own QoS ratio, which is measured individually. The standard PBDR algorithm considers LRL and the distance between nodes to find a suitable forwarder node. Fig. 3 depicts the process flow of the proposed method, which has been integrated with the PBDR algorithm. It demonstrates that a counter C is reset after every K Sec., where K is the difference between the current time and the previous instant Timei. In order to maintain consistency, K is assumed to be constant when calculating the QoS ratio for a node in order to maintain consistency and allow each node’s QoS performance to be compared to that of the others. When the counter is reset, the QoS estimated at each node is flushed. This ensures that routing functions have access to only the latest QoS ratios. The LRL and distance-based node selection techniques can generate completely different results than the QoS-based selection method. Furthermore, QoS-based node selection with low LRL does not improve NT. As an outcome, the algorithm below is used to implement the QoS-based selection.
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Figure 3: Flow chart of the proposed model

Algorithm for Quality of Service

           Step 1. If

           Step 2. {

           Step 3. LRL = MAX && Distance = MIN

           Step 4. }

           Step 5. {

                      Check the QoS

                      If

                      {

                      QoS > QoS_TH

                      }

                      {

                      Select as the best forwarder

                      }

                      End If

           Step 6. }

           Step 7. End If

           Step 8. Else

           Step 9. {

                      Select the node with the highest QoS check LRL

                      If

                      {

                      LRL > LRLThreashold_Value

                      }

                      {

                             Select as the best forwarder

                      }

                      End If

           Step 10. }

The EPBDR assumes values as fixed constants to perform simulations, Kij and W.

STEP 1: The time interval for buffer flushing that aggregates the QoS ratio is symbolised by the Kij value. Kij denotes the amount of time needed for counter C to reset. Fig. 4 illustrates how this works considering the data transmission between the Nodei and Nodej. The QoS ratio estimation takes the number of data packets transmitted between 0 and T. By subdividing the entire T value into fixed time intervals, output data such as values for Kij—can be obtained. The value of Kij can be in the range of a few ‘ms’ for good function.
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Figure 4: Computation process of active nodes

STEP-II: The threshold value of the LRL is dynamically estimated to ensure that the valid node is selected from a node’s NN list as the next node. This is achieved by considering a percentage of the maximum LRL (LRLMAX) as a dynamic threshold estimated by Eq. (4)


LRLT=WxLRLMax,0.5≤w≤1
(4)

Because the QoS ratio is only used to enhance HPDR results, the range of W is bound to 0.5–1. A novel MHR is highly selective in choosing the route to the DN when a communication process is initiated. Our Improved Multi-Path Dynamic Routing (IMPDR) takes into account the distances between the nodes, their link statistics, trust, and QoS to figure out the best way to get to DN. There are multiple problems with most of the MHR protocols. Reaching QoS is a challenge, whereas reachability is another challenge in MANETs. In order to be as efficient as possible, an IMPDR algorithm takes into account more than a few factors for routing performance.

The IMPDR algorithm can be explained in Fig. 5. The Src_N (S) can send data to its immediate Nr_N (nodes 1, 2, and 3). For clarity, these nodes can be called level 1 Nr_N. The next level of Nr_Ns (for N1: N2, N4 and N5; for N2: N3, N5, N6 and N8; for N3: N2, N6, N7) are assessed here before the selection of the level 1-hop using Hop Selection Factor (HSF). At MANET, the data is not sent to the level 1 Nr_N until the following link is ready and reliable to reach the Dst_N.
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Figure 5: Routing function

To understand the workings of the IMPDR algorithm, It shows 11 nodes that are mobile and form a MANET. Each next hop is selected based on the best node, chosen from the best HSF expressed in Eq. (5). The hop selection factor is predicted by the matrix ‘M’ determinant. Distance, Linkability, Trust, and QoS are the four methods used for the Nx_H selection.


MatrixM=[Di,j1−QiTr,jLi,j]HSFj=|Matrixj|
(5)

where Li,j is the linkability, Di,j is the distance, Trj is the trust value, and Qj is the QoS of the Nx_H ‘j’ from the current node ‘i’, respectively.

Each node that wants to send information to another node becomes the Src_N ‘i’ here that consecutively finds its NN ‘j’ using this algorithm. During such an NN selection process, each node dynamically determines the following parameters.

Distance: Distance is the first and most important factor influencing how effective data transfer can be. Distance is based on the strength of the RREP signal that the replying nodes send back. Hence, distance is given an essential role in determining the NN. Dj is the distance between Nodej and Nodei. The Level 1 NN distance is denoted by Di, j/Dj, k denotes level 2.

Link Dynamics: A new parameter called linkability that assesses the link statistics at Lj is defined. The link statistics are dynamically obtained from the Medium Access Control (MAC) layer for every node. The linkability of a node is the product of the link state and the distance between the nodes. The value of Li,j denotes the linkability between i and j and the value of Lj,k, similar to that of distance, is known while computing HSF at level 1. The advantage of estimating Lj,k for a node is that we estimate the link between the Nodei and Nodej and consider the link conditions of the Nodej with other NNs and provide stability of the network while routing, preventing link errors.

Trust: The trust factor is a measure of the legitimacy of a node. Knowing how trustworthy a node can be before any information is routed to one is vital. However, other security schemes are not restricted in this context. The trust is built by an NN tagging system here. An acknowledgement is sent to SN at the end of successful data transmission, and an acknowledgement is sent to SN. The other nodes overhear this acknowledgement broadcast by the receiver, and the trust value of the node that has successfully sent data to the receiver is incremented. The node trust is estimated similarly to the linkability and is represented by ‘Tj’ Eq. (6).


Trj=1−Ti
(6)

The nodes in the immediate NN aggregate the node trust values from the corresponding NN. However, the node trust value is considered in the complimented format HSF.

Quality of Service: QoS indicates the performance of a node in terms of how well it can process the information that propagates through the network. The PDR and PLR are the three most essential factors in accessing performance. The three parameters are added together to calculate the individual QoS values. These values usually lie within the limits of 0 < 1. These individual QoS are taken into the matrix as shown in Eq. (7).


[PDRjPLRjEEDjNTj]
(7)

PDRj is PDR of ‘j’, PLRj is PLR of ‘j’, and PLRj is EED of ‘j’ by Eq. (8). Here ‘i’ is SN whose data ‘j’.


PDRj=∑PDRjPDRiPLRj=∑PLRjPLRiEEDj=∑Data_PacketSentTimeData_PacketReceiveTime
(8)

The value of Qj is dynamically estimated and used in HSF for level 1-hop selection. So, the 2-hop k’s QoS is also determined as Qk, which is determined even before the computation of Qj. Fig. 6 shows the flow of the HPMDSR method.
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Figure 6: Data flow diagram of proposed IMPDR

Step 1. Initially, the SN “S” sends the Route Request (RREQ) message to the direct NN.

Step 2. It checks the route availability to reach the DN “D.”

Step 3. If the current hop returns the available route via RREP, it sends data to DN “D” through the available route.

Step 4. If the current hop does not return the available route, Then

Step 5. RREP is received, and Hop Selection Factor’s (HSF) value is estimated for levels 1 and 2.

Step 6. Check the value of HSF with its maximum value.

Step 7. If it has reached the maximum, Then send RREP with HSFj of the particular node to the current SN.

Step 8. Current SN “S” transmits the data to Nodej

Step 9. Nodej is assigned as the next SN

Step 10. The exact process repeats until the data properly reaches the DN “D”.

Every RREP packet carries Li,j, Tr,j, Qj and HSFk, where ‘i’ is the current hop, ‘j’ is the level 1 node, and ‘k’ is the level 2 node. The levels usually indicate the next set of NN. Before the node sends the data to NN, it checks if a route exists in the cache. The strategy looks more like a hierarchical one, but it is only estimated at the current hop using the information from the NH and possible next-to-next hops. It indicates that the hop-by-hop estimation is performed dynamically and consecutively until the information reaches the DN. There is not much propagation of routing information, and hence the hesitation about overhead in the network can be avoided.

4  Result and Discussion

Network Simulation 2 (NS2) is open-source software for simulation that implements C++ and Tool Command Language (TCL). C++ is a fast-running language that is used for packet processing. TCL is used to classify simulations and manipulate existing C++ objects. The simulation analysis is performed separately to compare and contrast the traditional routing protocols using Random Way Point (RWP) and City Section Mobility (CSM) models. The simulation parameters used for this analysis are presented in Tab. 1.
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It implies that 20 nodes are transmitted across an 800 m × 800 m simulation area. The MNs move around the simulation area at a speed of 5 ms using the RWP mobility model. Within a 250 m radius, each node directly links to the MNs. To control traffic flow in MANET, the Constant Bit Rate (CBR) traffic model is used. The parameters NT, Link duration, and EED evaluate the proposed method’s performance. Changing the mobility models, such as RWP and CSM, is used to evaluate performance.

4.1 Comparison of Metrics

The PDR, PLR, Average EED, and NT are measured for all the RWP and CSM model protocols below.

4.2 Packet Delivery Rate

PDR is the rate at which the various receivers receive information from the source over a simulation period. It is one of the most important parameters used to assess the QoS of routes in the network. The PDR is measured using Eq. (9) for the ‘n’ number of receivers in the network. The PDR decides the rate of success of the data transmissions in a network.


PDR=∑i=0NNo.ofDataPacketReceivedTransmissionTime
(9)

The statistics illustrated in Fig. 7 indicate that the PDR of IMPDR is much greater than the other protocols in RWP and CSM. This is due to the apt number of parameters estimated during the dynamic mobility of nodes communicating as a MANET. IMPDR provides the least PDR when compared to the other protocols.

[image: images]

Figure 7: Packet delivery ration

4.3 Packet Loss Ratio

During data transfer, the PLR determines the number of PLRs in a network. The values were obtained using the PLR formula in Eq. (10). In some cases, PLR is preferred over PDR when determining the routing protocol used in a MANET.


PLR=∑i=0NNo.ofDataPacketLossTransmissionTime
(10)

Although the HPMDSR provides greater PDR, it also provides greater PLR. As shown in Fig. 8, the PLR is higher in the same method, especially in the RWP model. Hence, IMPDR can be suggested for city scenarios rather than RWP mobility models. This means that DSR has a more significant loss than IMPDR because the QoS includes the loss as a parameter, and dynamic estimation is done, so the loss is taken into account.
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Figure 8: Packet loss ratio

4.4 Average End-to-End Delay

EED refers to the lag caused in the data transmission process while communicating over the network. Most protocols may have high PDR but greater EED, making them preferable for communications. Fig. 9 shows the average EED for each node in IMPDR. The values were obtained using the EED formula in Eq. (11).


PLR=∑i=0NNo.ofDataPacketLossTransmissionTime
(11)
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Figure 9: End-to-end delay

It can be observed from Fig. 9 that IMPDR has a greater EED. All three protocols have lower EED for the nodes in the CSM when compared to the RWP model. The apparent reason is the randomness of the node mobility in the RWP model.

4.5 Network Throughput

NT is the overall number of PDR to all the DN in the network and is obtained for IMPDR protocols in the CSM and RWP mobility models. NT is measured using Eq. (12) to measure the total PDR rate in the network. As observed in, the NT is excellent for the HPMDSR in mobility models (Fig. 10).


NT=∑i=0nNo_of_PDRTransmission_Delay
(12)
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Figure 10: Network throughput

4.6 Overall Performance

The PDR, PLR, EED, and Network Throughput (NT) explain why a single protocol is better than the other protocols. In that context, IMPDR has the highest PDR, highest PLR, lowest EED, and highest NT when simulated with both the mobility models. It performs better among all the protocols proposed in this research work. The simulation analysis of the proposed IMPDR has been presented. The LRL was predicted to reduce the NLF before packet forwarding through a node enhanced the PDR and significantly reduced the PLR efficiently and successfully. Because the velocity of the mobility model is taken into account when selecting the NFN, NLFs have been reduced, resulting in a significant increase in the NT of IMPDR over traditional protocol. Both RWP and CSM have been used to compare and contrast the performance of IMPDR protocols. This analysis has concluded that the IMPDR performs better in the CSM Scenarios. An improvement to the IMPDR in terms of QoS routing was proposed in this section. The simulation results indicate that the IMPDR performs better than the IMPDR in QoS. T is significantly increased in the IMPDR, PLR is decreased, and the EED is maintained at a lower level than the IMPDR. This is because the QoS is a result of the link-state being well. Hence, in cases where the LRL measurement is not stable, and the LRL changes rapidly due to interference and environmental obstacles, the QoS ratio helps minimise NLFs while routing. From the analysis, it can be concluded that the CSM performs better in all the measured metrics and that IMPDR is more suitable to be applied in a city scenario where the movement of nodes is a bit more uniform, unlike in the RWP model. The IMPDR is used for efficient NN selection that eventually improves the route to a great extent. A strategy to perform routing using the parameters distance, linkability, trust, and QoS by estimating the HSF dynamically is proposed. From the simulation results, it can be concluded that the efficiency of the proposed IMPDR outperforms traditional protocols in terms of NT and PLR.

5  Conclusion and Future Work

MANETs are currently being implemented to use possible real-time applications, and hence the need for their advancement is always present. The PDR, PLR, EED, and NT contribute to why a single protocol is better than the other protocols. This makes IMPDR preferable for MANETs for crucial and tactical applications like military and defense operations and emergency and recovery operations. It’s vital to think about how cognitive radio ad hoc networks work before figuring out how to do efficient routing. Future research could ensure efficient CRAHN communication. This future work proposes physical layer modelling.
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Table 1: Simulation parameters of HPDR

Parameter Value

Test time 60 ms and 100 ms
Node count 20

Type of routing HPDR

Type of traffic model CBR
Node mobility models = RWP/CSM
Node mobility speed 5 ms
Simulation coverage area 800 x 800

Communication sistance 250 m
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