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Abstract: One of the most common types of threats to the digital world is malicious software. It is of great importance to detect and prevent existing and new malware before it damages information assets. Machine learning approaches are used effectively for this purpose. In this study, we present a model in which supervised and unsupervised learning algorithms are used together. Clustering is used to enhance the prediction performance of the supervised classifiers. The aim of the proposed model is to make predictions in the shortest possible time with high accuracy and f1 score. In the first stage of the model, the data are clustered with the k-means algorithm. In the second stage, the prediction is made with the combination of the classifier with the best prediction performance for the related cluster. While choosing the best classifiers for the given clusters, triple combinations of ten machine learning algorithms (kernel support vector machine, k-nearest neighbor, naïve Bayes, decision tree, random forest, extra gradient boosting, categorical boosting, adaptive boosting, extra trees, and gradient boosting) are used. The selected triple classifier combination is positioned in two stages. The prediction time of the model is improved by positioning the classifier with the slowest prediction time in the second stage. The selected triple classifier combination is positioned in two tiers. The prediction time of the model is improved by positioning the classifier with the highest prediction time in the second tier. It is seen that clustering before classification improves prediction performance, which is presented using Blue Hexagon Open Dataset for Malware Analysis (BODMAS), Elastic Malware Benchmark for Empowering Researchers (EMBER) 2018 and Kaggle malware detection datasets. The model has 99.74% accuracy and 99.77% f1 score for the BODMAS dataset, 99.04% accuracy and 98.63% f1 score for the Kaggle malware detection dataset, and 96.77% accuracy and 96.77% f1 score for the EMBER 2018 dataset. In addition, the tiered positioning of classifiers shortened the average prediction time by 76.13% for the BODMAS dataset and 95.95% for the EMBER 2018 dataset. The proposed method’s prediction performance is better than the rest of the studies in the literature in which BODMAS and EMBER 2018 datasets are used.
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1  Introduction

In recent decades, the internet has changed human life by enabling easy access to knowledge, communication, and social interaction [1]. According to International Telecommunication Union’s estimates, the number of people using the internet increased from 1 to 4.9 billion between 2005 and 2021, and approximately 63% of the world population was using the internet in 2021 [2]. This dependence on technology and the rise in the usage of the internet makes information system assets crucial for both individuals and organizations. To protect an organization’s business, reputation, and value, securing information and information assets is of the utmost importance [3].

Malware is the code used for purposes such as disrupting a computer system, stealing, deleting, or encrypting sensitive data, or hacking, altering, or monitoring basic computing functions. There are many kinds of malware, such as viruses, worms, ransomware, and trojan horses, and attacks using such malware have increased significantly recently [4]. When the statistics of the detected malware over the years are examined, it is seen that the number of malware incidents detected in 2013 was 182 million, and this number increased to 1.312 billion by 2021 [5]. Malware is analyzed in two different ways; the process of analyzing a software program without running it is called static analysis, while analyzing the features that a program displays at runtime is called dynamic analysis [6].

At its worst, malware can cause devastating damage to information technology assets, users, cyber-physical systems, and, therefore, the physical world. To detect malware quickly, signature-based, behavior-based, and hybrid malware detection methods can be applied. Signature-based detection uses logic where the analyzed software features match an entry in a malware database [7]. This method cannot detect new or unknown types of malware [8]. Heuristic detection approaches, unlike signature-based detection approaches, can detect both new and variants of malware. On the other hand, by making false-positive detections, it may detect beneficial applications as harmful and be deceived by new avoidance techniques [9]. Although traditional malware detection approaches have been used in the past, machine learning algorithms that can combat the complexity and evolution of malware are now needed [10]. To detect new malware and implement faster malware detection, machine learning and artificial intelligence techniques must be used [1].

In this study, the aim is to present a detection model that performs fast malware detection with high accuracy and f1 score in cases where traditional malware detection methods are insufficient. Supervised and unsupervised learning algorithms are used together to develop the detection model. First, data preprocessing steps are applied, then binary classification is performed by supervised learning algorithms in accordance with the clustering process performed by the unsupervised learning algorithm. Accuracy and f1 scores obtained from different datasets are used to demonstrate the effectiveness of the proposed model.

Our contributions are:

•   Combined use of supervised and unsupervised machine learning algorithms in malware detection

•   Usage of different combinations of classifiers in different subsets created

•   Training and usage of specialized classifiers that can provide better prediction performance in subsets of a dataset

•   Decreasing the prediction time with an early consensus approach

The rest of the study is organized as follows: In chapter 2, related studies are examined; in chapter 3, machine learning algorithms, metrics, and datasets are explained; in chapter 4, the proposed detection method is presented; in chapter 5, the results obtained are presented and compared with the studies in the literature; in the last chapter, we perform an evaluation of the study.

2  Related Works

In the study [11], a comparative analysis of low-dimensional features and tree-based multiple learning methods are made within the scope of malware detection. For low-dimensional features, 2-gram, 2-gramM, application programming interface–dynamic link library (API-DLL), API, and Windows Entropy Map (WEM) are used. It is seen that WEM features grant the best performance in malware detection among low-dimensional features. The malware detection model [12], which is developed specifically for the detection of malicious joint photographic experts group (JPEG) files, consists of two stages. In the first stage, features are extracted with the MalJPEG feature extractor, and in the second stage, the light gradient boosting method (LightGBM) algorithm is trained using the dataset. In the study [13], a behavior-based malware detection model is presented. The model consists of runtime feature capturing, feature extraction, feature processing, and classifier training stages. In the study [14], which aims to detect malware by using the static and dynamic features of the software, two methods are presented: One based on weighted voting and the other using stacking. The best results in the model are obtained with the weighted rank voting method according to class accuracies. In the study [15], a malware detection model using LightGBM with a special log loss function is presented. The accuracy performances of static methods were examined within the scope of malware detection. In the study [16], it is aimed to effectively detect malware that exploits zero-day vulnerabilities, and for this purpose, an ensemble learning model, in which bagging and boosting methods are used together, is presented.

In the study [17], it is aimed to improve the classification efficiency of malware for the Android operating system. In the presented model, the fuzzy c-means clustering algorithm and LightGBM classification algorithm are used together. In the study [18], a cluster-ensemble malware detection method for Android malware (CENDroid) model developed for the detection of Android malware using static features of the applications is presented. The model tries to reveal whether Android applications are malicious or beneficial by using clustering and ensemble learning together. The predictions made by the CENDroid method using the averaging, weighted average, and stacking methods are realized with higher accuracy, precision, and sensitivity than the predictions made with the base classifiers. In the study [19], it is aimed to detect malware and to reveal the family to which the detected malware belongs. Two different models are proposed to achieve this aim. In the first, a two-stage stacking method with a weighted average is used to predict whether a sample is malicious or not. In the second model, the sample’s feature size is decreased using t-distributed stochastic neighbor embedding (t-SNE), and a model that helps optimize the k-means algorithm’s cluster number is presented. In the study [20], a three-stage model is presented for the detection of Android malware. In the first phase of the model, there is an iterative clustering phase in each view of the training set to create an image-based clustering pattern. The second stage of the model is an information exchange stage performed to transfer each clustering pattern learned in one view to the previous views. In the last stage of the model, a stacking-based classification approach is used to learn the malware detection pattern, utilizing the clustering patterns introduced in the previous two stages.

In the study [21], a hybrid classification model using majority voting is presented. Single and hybrid performances of the classifiers are compared, and the classifier with better performance in terms of accuracy, f1 score, precision, and sensitivity metrics is considered successful. The BODMAS dataset is used in the study, and 375 of 2,381 features are selected using the random forest algorithm. In the study conducted within the scope of binary classification of malware [22], two different converter-based models are presented. The first performs a sequence-based classification using byte sequences extracted from binaries. The second model converts binary files to images and performs image-based classification. The malware in the BODMAS dataset are grouped according to the malware families, and a subset of BODMAS is created with the samples of the malware families that have more than 1,000 samples. The subset of the dataset is used in the study.

In the study [23], a new model is presented to train machine learning models more effectively and quickly. The use of the MalConv method, in combination with global channel gating, improves prediction performance while keeping prediction time at a reasonable level. In the study [24], a model based on the conversion of binary files to grayscale images is presented. In the study, with the EMBER dataset, the model using the grayscale image and convolutional neural networks (CNN) and random forest (RF) classifiers provides 88.04% accuracy and 89.14% f1 score. For the same dataset, prediction is performed with 94% accuracy and 93.4% f1 score after the dataset is converted to a red–green–blue toned image. In the study [25], the aim is to perform the static analysis and detection of malware effectively. To eliminate existing problems, a model is presented that extracts a feature set from a dataset and effectively classifies static portable executable (PE) files. The importance of feature extraction (rather than model creation) is emphasized, and it is stated that artificial neural networks fed with well-extracted features give better performance. Detection of malware with low false positive rates is of great importance for the protection of information system assets. In the study [26], research on the use of uncertainty in malware detection for various datasets, models, and feature types is presented. With the spread of intelligent polymorphic malware, it has become a necessity to develop systems for the effective detection and quarantine of malware. In the study [27], it is aimed to solve the malware detection problem by using static analysis and machine learning. In this context, a two-step model is presented. In the first step, a binary classification model is created using the gradient boosting classifier and EMBER 2018 dataset, and in the second step, a family classification model is created using the CNN algorithm and Virus Modified National Institute of Standards and Technology (Virus-MNIST) Dataset. Related works are presented in Table 1.
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In the studies examined, it is seen that different datasets and different features of malicious software are used. In some of the studies, only binary classification is made, while in others, both binary classification and detection of malware families are carried out. It is seen that supervised and unsupervised learning algorithms are used in very few of the studies in the literature [17–20]. This study differs from the studies in the literature in terms of the combined use of supervised and unsupervised learning algorithms, the staged positioning of classifiers, the usage of classifier combinations, and specialized classifiers.

3  Algorithms and Metrics Used in The Study

During the development of the proposed detection model, supervised and unsupervised machine learning algorithms are used. The k-means algorithm is used for clustering to improve the prediction performance of supervised classifiers. Kernel support vector machine (KSVM), k-nearest neighbor (KNN), naive Bayes (NB), decision tree (DT), random forest (RF), adaptive boosting (ADAB), gradient boosting (GB), extra gradient boosting (XGB), categorical boosting (CATB), and extremely randomized trees (EXT) are used as classifiers.

Accuracy and f1 score metrics are used to select the best classifier combination in the model and compare its performance with existing models.

First, the Kaggle malware detection dataset [28] is used when developing the model. Since this dataset has just 56 features, the speed that is needed during the design phase of the model is provided. This dataset has a total of 216,352 samples (75,503 benign, 140,849 malicious). The BODMAS malware dataset [29] is based on the lack of time-stamped malware samples in the previous PE malware datasets and the lack of well-organized malware family information. This dataset is an up-to-date dataset with 2,381 features for each sample. The RF algorithm is used for feature selection and the 448 most important features are selected. The BODMAS dataset has 134,435 samples (77,142 benign, 57,293 malicious). The EMBER dataset [30] is obtained by using executable files located in or targeting the Windows operating systems. There are three different versions of the EMBER dataset, and this study uses the latest version, EMBER 2018. The RF algorithm is used for feature selection and 448 most important features are selected. The EMBER 2018 [31] dataset has 1,000,000 samples (400,000 benign, 400,000 malicious, 200,000 unlabeled).

4  Proposed Method

In this part of the study, the proposed model and its stages are explained. The presented method consists of three stages: Data preprocessing and clustering, training and selection of classifiers, and model creation.

4.1 Data Preprocessing and Clustering

In the data preprocessing stage, the aim is to process the dataset effectively by the use of machine learning algorithms. This stage consists of “handling missing data,” “feature scaling,” “feature selection,” and “clustering.” Data preprocessing and clustering steps are presented in Fig. 1.
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Figure 1: Data preprocessing and clustering

4.1.1 Handling Missing Data

When performing feature extraction using a malware file, it is not possible to obtain all feature values for each malware variant. The management of the missing data is achieved using the “SimpleImputer” library by taking the average of the relevant column and assigning this to be the value of the missing data.

4.1.2 Feature Scaling

The purpose of feature scaling, also called normalization, is to ensure that the values in the raw data can be processed effectively by various machine learning algorithms. In this step, mean normalization and the “StandardScaler” library are used.

4.1.3 Feature Selection

With the feature selection process, the aim is to reduce the additional workload that can be caused by features that are of little relevance in the prediction process of machine learning algorithms. Feature selection is performed using the RF algorithm for the BODMAS and EMBER 2018 datasets. In the first step, feature importance is calculated for all features in both datasets. In the second step, 448 features with the highest importance are determined among 2,381 features, columns with these features are drawn from the datasets, and new datasets to be processed by machine learning algorithms are created. No feature selection is applied for the Kaggle malware detection dataset, which has a total number of 56 features.

4.1.4 Clustering

In this study, the aim is to increase the prediction performance of the detection approach by performing a clustering operation before the classification process. At this stage, the datasets are divided into clusters using the k-means algorithm. To present the proposed model effectively, the datasets used in this study are divided into three subsets.

4.2 Training and Selection of Classifiers

At this stage, machine learning algorithms are trained using both the entire and subsets of the training dataset. Then, the combination of three classifiers that provides the best prediction for each subset is determined. The steps for training the classifiers and determining the best classifier combination are presented in Fig. 2. The explanations of the sub-steps shown in Fig. 2 are presented below.
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Figure 2: Training and selection of classifiers

4.2.1 Training of Classifiers

At this stage, the classifiers are trained with the entire training dataset and its subsets obtained in the clustering step. The trained classification algorithms are KSVM, KNN, NB, DT, RF, XGB, CATB, ADAB, EXT, and GB. As a result of this step, four classifiers are obtained for each algorithm; one is trained with the whole training set and the others are trained with subsets. Classifiers trained with the whole training set are called general (g) classifiers, and those trained with subsets are called specialized (s) classifiers.

4.2.2 Selection of the Best Classifier Combinations

At this step, the prediction performances of each combination are calculated by taking the triple combination of general and specialized classifiers separately. For each combination, the average of the accuracy and f1 score is calculated to determine the classifier combination with the best performance. The relevant combination is accepted as the best classifier combination for the relevant cluster.

The outputs of the training and selection of classifiers stages are the classifier combinations that perform the best classification for both the whole dataset and the subsets. The notation “C11 C12 C13” in Fig. 2 represents the combination of classifiers that performs the best classification for cluster 1.

At this stage, the classifier with the slowest prediction time of each combination is also determined for the selected classifier combinations. The prediction time performance of the model is improved by using the slowest classifier in the second stage of classification.

4.3 The Model

After the data preprocessing and classifier selections are completed, a malware detection model is created by combining data preprocessing steps, clustering, and classification algorithms. The proposed model is presented in Fig. 3.

[image: images]

Figure 3: The proposed model

Classification of a sample by the proposed model shown in Fig. 3 is carried out in the following order. First, the sample is processed in the data preprocessing stage. Then the sample is clustered into one of the existing clusters (1, 2, …, N) by the k-means algorithm, which is trained using the training data. In the classification stage, three classifiers (CN1, CN2, CN3) for each subset are used that are determined beforehand. For example, if the sample is clustered in cluster 1, the relevant sample is classified by the C11-C12-C13 classifiers. In the first tier of the classification stage, there are CN1 and CN2 classifiers. In the case that CN1 and CN2 classifiers make the same prediction (benign/malware) on the sample, the sample is tagged with this class. At this stage, the prediction time of the model has improved due to the early consensus. If CN1 and CN2 cannot make a common prediction, then the classification is done by the CN3 classifier.

5  Experimental Results

The study was carried out in Google Colaboratory [32], also known as Colab, which enables Python code to be run through a web browser and is widely used for machine learning, data analysis, and training purposes. Sci-kit Learn [33], PeFile [34], Numpy, Pandas, Time, Typing, Catboost, XGBoost, Drive, Files, CSV, Math, Sys, and Pickle libraries were used during the development of the model.

In this section, first the results obtained during the study are presented, and then the performance of the proposed model is compared with other studies in the literature. In Tables 2–4, the prediction performances for general and specialized classifiers are presented for each dataset used in this study. For each classification algorithm, four classifiers (one general and three specialized) are trained. The values in the row of general classifiers are the performance values of a single classifier. The values under the “Cluster-N” column in the specialized classifier row, with “N” being the cluster number, are the performance values of the classifier of the relevant classification algorithm trained with the subset belonging to the given column. The values under the “Overall” column represent the combined performance value of three specialized classifiers derived from the same algorithm or general classifier performance. The performance values obtained using the Kaggle malware detection dataset are presented in Table 2.
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As presented in Table 2, when the prediction performances for general classifiers are examined, the best prediction is performed by the RF (g) classifier with 98.95% accuracy and 98.5% f1 score. The worst prediction is performed by the NB classifier, with an accuracy of 41.55% and an f1 score of 54.37%. When the performance of the specialized classifiers is examined, the best prediction for all three clusters is performed by the CATB (s) classifiers. With the CATB algorithm, 98.62% accuracy and 99.05% f1 score for cluster 0, 99.39% accuracy and 91.98% f1 score for cluster 1, 99.11% accuracy and 96.64% f1 score for cluster 2 are provided. When the combined prediction performance of the specialized classifiers for each cluster is evaluated, it is seen that the CATB classifiers perform the best prediction, with 98.95% accuracy and 98.5% f1 score. The combined prediction performance of the specialized CATB classifiers is higher than the prediction performance of the general CATB classifier. The combined performances of the specialized classifiers are compared with the general classifier performances. The most significant improvement occurred in the ADAB classifier. It is seen that the accuracy performance of the related classifier increased from 97.11% to 97.49%, and the f1 score increased from 95.93% to 96.4%. When the performances of the other classifiers are examined, a partial performance increase in the KSVM, KNN, and GB classifiers, and a limited decrease in the performance of the DT, RF, and EXT classifiers is observed. The performance values obtained for the BODMAS dataset are presented in Table 3.

When the prediction performances for the general classifiers presented in Table 3. are examined, it is seen that the best prediction is performed by the CATB classifier, with 99.69% accuracy and 99.64% f1 score. The worst prediction is performed by the NB classifier, with 89.11% accuracy and 86.86% f1 score. When the specialized classifier performances are examined, it is seen that the best prediction for all three clusters is performed by the CATB (s) classifiers. With the CATB algorithm, 99.59% accuracy and 99.33% f1 score for cluster 0, 99.75% accuracy and 99.75% f1 score for cluster 1, 99.64% accuracy and 99.62% f1 score for cluster 2 are provided. When the combined prediction performance of the specialized classifiers for each cluster is evaluated, it is seen that the CATB classifiers perform the best prediction, with 99.66% accuracy and 99.6% f1 score. However, the combined performance of the specialized classifiers is lower than that of the general CATB classifier. The combined performances of the specialized classifiers are compared with the general classifier performances. The most significant improvement is in the NB classifier. The accuracy performance of the relevant classifier increases from 89.11% to 91.51%, and the f1 score from 86.86% to 89.48%. Another algorithm with a significant increase is the ADAB algorithm, whose accuracy performance increases from 98.73% to 99.18%, and the f1 score increases from 98.51% to 99.04%. The XGB algorithm is the only algorithm whose prediction performance drops significantly with the specialized classification approach. The accuracy performance of the XGB algorithm decreases from 99.65% to 98.98%, and the f1 score decreases from 99.59% to 98.79%. The performance values obtained using the EMBER 2018 Data Set are presented in Table 4.

When the prediction performances for the general classifiers presented in Table 4 are examined, it is seen that the best prediction is performed by the CATB classifier, with 96.54% accuracy and 96.53% f1 score. The worst prediction is performed by the NB classifier, with an accuracy of 67.24% and an f1 score of 66.53%. When the prediction performances for specialized classifiers are examined for cluster 0, the RF algorithm provides the best prediction performance, with 98.55% accuracy, and the XGB algorithm, with a 92.95% f1 score. The XGB algorithm performs the best prediction, with 96.40% accuracy and 97.31% f1 score for cluster 1, 95.78% accuracy, and 95.38% f1 score for cluster 2. When the combined prediction performance of the specialized classifiers for each cluster is evaluated, it is seen that the XGB classifiers perform the best prediction, with 96.33% accuracy and 96.32% f1 score. The combined performances of the specialized classifiers are compared with the general classifier performances. Significant improvement is seen in the ADAB and GB classifiers with the use of specialized classifiers. Accuracy for ADAB increases from 82.08% to 89.19%, and the f1 score increases from 83.35% to 89.35%. Accuracy for GB increases from 94.40% to 95.77%, and f1 score increases from 94.45% to 95.76%. The most significant performance decrease is observed in NB, where the accuracy decreases from 67.24% to 60.86%, and the f1 score decreases from 66.53% to 43.92%.

At the stage of creating the model, it is necessary to obtain the best classifier combination of classifiers for each subset of the dataset. While determining the classifier combination that makes the best prediction for each subset, the prediction performance for each combination is obtained by taking triple combinations of the ten classification algorithms used. By taking the arithmetic average of the accuracy and f1 score, the combination with the highest value is selected as the classifier for the relevant subset. In cases where there is equality in the prediction performance of the classifier combinations, the combination with the shortest prediction time is selected as the classifier of the relevant cluster. The best classifier combinations for the datasets used in this study and the subsets of each dataset are presented in Table 5.
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When the results obtained by using the Kaggle malware detection dataset presented in Table 5 are examined, the highest prediction performances were found to be “RF-CATB-EXT” for cluster 0, “KNN1-DT1-CATB1” for cluster 1, and “DT-CATB-EXT” for cluster 2. For the BODMAS dataset, the highest prediction performances are provided by the classifier combinations “XGB-CATB-EXT” for cluster 0, “KSVM-CATB-GB” for cluster 1, and “DT-XGB-CATB” for cluster 2. The best prediction performance for the EMBER 2018 dataset is provided by the combinations of “XGB-CATB-EXT” for cluster 0, “KNN-XGB-CATB” for cluster 1, and “KNN-RF-CATB” for cluster 2.

When the values obtained with the proposed model presented in Fig. 4 are examined, it is seen that the results exhibit higher prediction performance than the prediction performance of both base classifiers and general classifier combinations for all three datasets.
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Figure 4: Performance of proposed method for each dataset

One of the aims of the study is to make malware classification faster. For this purpose, triple classifier combinations are positioned in two tiers. Faster classifiers are positioned in the first tier and slower classifiers are positioned in the second tier. The prediction time performance per sample is presented in Fig. 5.
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Figure 5: Prediction times per sample for each classifier

Prediction times per sample are given for the classifiers in Fig. 5, and the prediction performance values are taken as the basis in the tiered positioning of the selected classifier combinations.

For each dataset and its subsets, data on how many predictions are made at each tier and how much the tiered positioning approach shortens the prediction time are presented in Table 6.
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When the data presented in Table 6 are examined, it is seen that 98.96% of the samples for the Kaggle malware detection dataset are predicted in the first tier and the tiered positioning approach provides an 82.54% reduction in the prediction time. 99.76% of the samples belonging to the BODMAS dataset are classified in the first tier, and a 72.69% reduction in prediction time is observed. When the values of the EMBER dataset are examined, it is seen that 97.73% of the samples are classified in the first tier and a 95.95% reduction in the prediction time is achieved. A comparison of the proposed method with other studies in the literature is presented in Table 7.

[image: images]

When Table 7 is examined, it is seen that the proposed method has better detection performance than other studies [21,22] performed using the BODMAS dataset. The proposed method’s accuracy is 99.77% and f1 score is 99.77%, which outperforms the following study’s [21] accuracy (99.62%) and f1 score (99.56%). It is also seen that the proposed method has better detection performance than other studies [23–27] performed using the EMBER 2018 dataset. The proposed method’s accuracy is 96.77% and f1 score is 96.77%, which outperforms the following study’s [27] accuracy (96%) and f1 score (96%). Since there is no scientific article found that uses the Kaggle malware detection dataset, it is not included in Table 7.

6  Conclusion and Future Works

In this study, the aim was to detect malware quickly with high accuracy and f1 score. In the proposed method, the k-means algorithm is used as an unsupervised learning algorithm, and KSVM, KNN, NB, DT, RF, XGB, CATB, ADAB, EXT, and GB are used as classification algorithms. The Kaggle malware detection dataset, BODMAS dataset, and EMBER 2018 dataset are used to demonstrate the effectiveness of the presented detection approach. To reduce the prediction time of the model, the classifiers are positioned in two tiers. As a result of tiered positioning, it is seen that the prediction time is reduced by up to 95.95%.

It is seen that the specialized classifiers approach used in the model causes a considerable increase and decrease in the prediction performance of some algorithms. The most remarkable effects of specialized classifiers are observed in the EMBER 2018 dataset. Among the classification algorithms used, the greatest improvement is seen in ADAB, with a 7.11% increase in accuracy and a 6% increase in f1 score, when compared to the general ADAB classifier. The performance of the proposed model was compared with other studies [21–27] using the BODMAS and EMBER 2018 datasets, and it is seen that the proposed model provides the best prediction performance for both datasets.

The scope of future studies is as follows: Revealing the effects of clustering algorithms such as DB Scan, Birch, spectral clustering, and hierarchical clustering on the prediction performance of classification algorithms; using clustering algorithms as classifiers for clusters consisting of the same type of samples; and evaluating and improving prediction performance of the classifier positioned in the second tier in the model with novel approaches.
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Table 1: Related works

Article Dataset Algorithms Metrics
Euhetal [11] Original dataset Extra Gradient Boosting (XGB) Accuracy (WEM)-100%
Accuracy (API)-94.7%
Cohen et al. [12] Original dataset LightGBM Accuracy-95.1%
Singh et al. [13] Original dataset AdaBoost (ADAB) Accuracy-99.54%
Gupta et al. [14] Original dataset Bagging Accuracy-99.5%
TPR-99.6%
Gao et al. [15] EMBER 2017 LightGBM Accuracy-99.81%
(EMBER)
FFRI Accuracy-99.84 %(FFRI)
Kumar et al. [16] Original dataset Random Forest (RF), LightGBM, XGB, Accuracy-98.49%
Extra Trees (EXT)
Taha et al. [17] Original dataset C-Means, LigthGBM Accuracy-94.63%
AUC-98.74%
Badhani et al. [18] Original dataset K-mode, Bagging Accuracy-99.41%
F1 Score-99.13%
Yang et al. [19] Datacon 2019 t-SNE, Stacking Accuracy-99.67%
F1 Score-99.67%
Appice et al. [20] Original dataset K-means++, Stacking Sensitivity-96%
AUC-96.6%
Ramadhanet al. [2]] BODMAS Bagging (LightGBM, XGB, Logistic Accuracy-99.63%
regression) F1 Score-99.56%
Lu[22] BODMAS ImgConvAttn-Frequency, Accuracy-97.00%
SeqConvAttn F1 Score-96.99%
Raffet al. [23] EMBER 2018 MalConv w/ GCG Accuracy-93.29%
AUC-98.04%
Marais et al. [24] EMBER 2018 Convolutional neural network Accuracy-94%
F1 Score-93.4%
Lad et al. [25] EMBER 2018 Dense neural network Accuracy-94.09%
F1 Score-88.66%
Nguyen et al. [26] EMBER 2018 Bayesian logistic regression Accuracy-94.72%
AUC-98.15%
Thosar et al. [27] EMBER 2018 Gradient boosting Accuracy-96%

F1 Score-96%






OEBPS/Images/table-3.png
Table 3: Results obtained with the BODMAS dataset

. CLS-0 CLS-1 CLS-2 OVERALL
Algorithm
Acc F1 Acc F1 Acc F1 Acc F1

KSVM (g) 0.9896 0.9828 0.9957 0.9956 0.9895 0.9887 0.9915 0.9899
KNN (g) 0.9821 0.9709 0.9883 0.9879 0.9904 0.9896 0.9873 0.9851
NB (g) 0.8673 0.7344 0.9508 0.948 0.8623 0.8587 0.8911 0.8686
DT (g) 0.9848 0.9752 0.9909 0.9906 0.9897 0.9889 0.9887 0.9837
RF (g) 0.9948 0.9914 0.9967 0.9966 0.9952 0.9949 0.9956 0.9948
XGB (g) 0.9954 0.9925 0.9978 0.9977 0.9964 0.9961 0.9965 0.9959
CATB (g) 0.9959 0.9934 0.9983 0.9982 0.9966 0.9964 0.9969 0.9964
ADAB (g) 0.9844 0.9744 0.9906 0.9902 0.987 0.986 0.9873 0.9851
EXT (g) 0.995 0.9918 0.9971 0.9969 0.9946 0.9942 0.9955 0.9947
GB (g) 0.9937 0.9898 0.9973 0.9972 0.9952 0.9949 0.9954 0.9946
KSVM (s) 0.9901 0.9837 0.9937 0.9935 0.9893 0.9885 0.9909 0.9893
KNN (s) 0.9816 0.9701 0.9963 0.9859 0.9894 0.9886 0.9866 0.9843
NB (s) 0.9297 0.8881 0.9625 0.9602 0.8682 0.8414 0.9151 0.8948
DT (s) 0.9852 0.9759 0.9912 0.9908 0.9888 0.988 0.9885 0.9865
RF (s) 0.9939 0.9899 0.9959 0.9957 0.994 0.9936 0.9946 0.9936
XGB (s) 0.9864 0.9777 0.9922 0.992 0.9903 0.9895 0.9898 0.9879
CATB (s) 0.9959 0.9933 0.9975 0.9975 0.9964 0.9962 0.9966 0.996
ADAB (s) 0.9903 0.984 0.9945 0.9943 0.9928 0.9922 0.9918 0.9904
EXT (s) 0.9941 0.9903 0.9966 0.9965 0.9952 0.9948 0.9959 0.9952
GB (s) 0.9949 0.9916 0.9965 0.9963 0.9952 0.9948 0.9955 0.9947
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Table 6: Classification of data with tiered positioning
Dataset Cluster Total Number Percentage  Accuracy Number Percentage  Accuracy  Decrease
number of of samples of samples of Phase ]  of samples of samples of Phase2 in
samples classified classified classified classified prediction
in Phase |  in Phase 1 in Phase 2 in Phase 2 time (%)
Kaggle 0 18949 18788 99.15% 99.10% 161 0.85% 58.40% 66.96%
1 3828 3795 99% 99.50% 37 1% 94.60% 98.90%
2 20490 20236 98.80% 99.50% 254 1.20% 75.60% 93.90%
Combined 43267 42819 98.96% 99.34% 452 1.04% 71.23% 82.54%
BODMAS 0 7734 7710 99.68% 99.73% 24 0.32% 99.68% 56.30%
1 8306 8292 99.83% 99.87% 14 0.17% 100% 99.10%
2 10847 10820 99.75% 99.77% 27 0.25% 59.25% 72.69%
Combined 26887 26822 99.76% 99.79% 65 0.24% 78.46% 76.13%
EMBER 0 22562 22449 99.50% 99.50% 113 0.50% 71.68% 83.76%
2018 1 77026 75402 97.89% 97.76% 1624 2.11% 53.57% 97.88%
2 100412 97615 97.21% 96.94% 2717 2.79% 70.22% 97.20%
Combined 20000 195466 97.73% 97.55% 4454 2.27% 64.19% 95.95%
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Table 4: Results obtained with the EMBER 2018 Dataset

. CLS-0 CLS-1 CLS-2 OVERALL
Algorithm
Acc F1 Acc F1 Acc F1 Acc F1

KSVM (g) 0.9806 0.9111 0.8928 0.9218 0.9072 0.8993 0.9099 0.9113
KNN (g) 0.9724 0.8777 0.9143 0.9357 0.8898 0.8801 0.9086 0.9086
NB (g) 0.8812 0.0589 0.6546 0.7876 0.6391 0.4649 0.6724 0.6653
DT (g) 0.9694 0.8696 0.9081 0.9313 0.8987 0.8899 0.9103 0.9106
RF (g) 0.9918 0.9613 0.9473 0.961 0.9424 0.9366 0.9499 0.9499
XGB (g) 0.9921 0.9635 0.9676 0.9758 0.9543 0.9497 0.9637 0.9636
CATB (g) 0.993 0.9676 0.9674 0.9757 0.9576 0.9534 0.9654 0.9653
ADAB (g) 0.9526 0.796 0.7903 0.8592 0.8145 0.8047 0.8208 0.8335
EXT (g) 0.9874 0.9399 0.9396 0.9552 0.9323 0.9249 0.9413 0.941
GB (g) 0.9809 0.913 0.9462 0.9602 0.934 0.9284 0.944 0.9445
KSVM (s) 0.9755 0.8809 0.8895 0.9196 0.9078 0.8984 0.9084 0.9091
KNN (s) 0.9795 0.9073 0.9201 0.9407 0.9023 0.8944 0.9179 0.9185
NB (s) 0.9048 0.5405 0.4045 0.2381 0.6987 0.5949 0.6086 0.4392
DT (s) 0.9727 0.8801 0.9006 0.9252 0.8957 0.8853 0.9063 0.9057
RF (s) 0.9855 0.9291 0.9467 0.9607 0.9411 0.9349 0.9483 0.9482
XGB (s) 0.9851 0.9295 0.964 0.9731 0.9578 0.9537 0.9633 0.9632
CATB (s) 0.9848 0.9289 0.9637 0.9729 0.9535 0.9494 0.961 0.961
ADAB (s) 0.9735 0.8765 0.8929 0.9216 0.8729 0.8628 0.8919 0.8935
EXT (s) 0.9845 0.9243 0.9394 0.9552 0.9281 0.9198 0.9389 0.9385
GB (s) 0.9822 0.9166 0.9594 0.9697 0.9508 0.9461 0.9577 0.9576
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Table 7: Comparison of the proposed method with other studies in the literature

Dataset Article Accuracy F1 Score

BODMAS Ramadhan et. al. [21] 0.9962 0.9956
Lu [22] 0.97 0.9699
Proposed Model 0.9974 0.9977

EMBER 2018 Raff et. al. [23] %93.29 N/A
Marais et. al. [24] %94 %93.4
Lad et al. [25] %94.09 %88.66
Nguyen et. al. [26] %94.72 N/A
Thosar et. al. [27] %96 %96

Proposed Model %96.77 %96.77
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Table 2: Results obtained with the Kaggle Malware Detection Dataset

. Cluster-0 Cluster-1 Cluster-2 Overall
Algorithm
Acc F1 Acc F1 Acc F1 Acc F1

KSVM (g) 0.942 0.9605 0.9859 0.8 0.9688 0.8755 0.9601 0.9428
KNN (g) 0.9679 0.978 0.9874 0.8391 0.98 0.9254 0.9761 0.966
NB (g) 0.7327 0.8443 0.2071 0.0881 0.2237 0.2526 0.4155 0.5437
DT (g) 0.9788 0.9854 0.0991 0.8888 0.9866 0.949 0.984 0.9771
RF (g) 0.9861 0.9904 0.9931 0.909 0.9914 0.9672 0.9895 0.985
XGB (g) 0.9682 0.9781 0.9894 0.8529 0.9667 0.8591 0.9692 0.955
CATB (g) 0.986 0.9903 0.9915 0.8865 0.9914 0.9673 0.9893 0.9847
ADAB (g) 0.9557 0.9696 0.9862 0.8088 0.9807 0.9248 0.9717 0.9593
EXT (g) 0.9845 0.9893 0.9928 0.9052 0.9913 0.967 0.9889 0.984
GB (g) 0.9836 0.9887 0.9907 0.878 0.9895 0.9599 0.9873 0.9818
KSVM (s) 0.9438 0.9617 0.977 0.5837 0.9727 0.8939 0.9621 0.9458
KNN (s) 0.9682 0.9782 0.9875 0.8339 0.9797 0.924 0.9761 0.9659
NB (s) 0.7427 0.8488 0.0684 0.0774 0.238 0.2563 0.4148 0.5429
DT (s) 0.9792 0.9856 0.9915 0.8888 0.9858 0.9458 0.9838 0.9767
RF (s) 0.9858 0.9902 0.9939 0.9187 0.9911 0.9661 0.9893 0.9847
XGB (s) 0.9682 0.9781 0.9894 0.8529 0.9667 0.8591 0.9692 0.955
CATB (s) 0.9862 0.9905 0.9939 0.9198 0.9911 0.9664 0.9895 0.985
ADAB (s) 0.9618 0.9737 0.9881 0.8339 0.9821 0.9311 0.9749 0.964
EXT (s) 0.9841 0.989 0.9926 0.902 0.991 0.9657 0.9885 0.9835
GB (s) 0.9845 0.9893 0.9912 0.8858 0.9903 0.9633 0.9882 0.9831
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Table 5: Best classifier combinations for datasets and subsets

Dataset Subset Classifier type Combination Accuracy  FI1 Score
Kaggle 0 Gen RF + CATB + EXT 0.9869 0.9909
1 Gen DT + CATB + EXT 0.9944 0.9268
2 Gen DT + CATB + EXT 0.9921 0.9705
(Full) Gen DT + CATB + EXT 0.9902 0.986
0 Spec CATBO + EXTO + GB0O  0.9867 0.9908
1 Spec KNN1 + DT1 + CATB1  0.995 0.9526
2 Spec NB2 + RF2 4+ CATB2 0.9917 0.9688
BODMAS 0 Gen XGB + CATB + EXT 0.9968 0.9948
1 Gen KSVM + CATB + GB 0.9986 0.9986
2 Gen DT + XGB + CATB 0.9967 0.9965
(Full) Gen RF + XGB + CATB 0.9973 0.9968
0 Spec KSVM + CATB + GB 0.9965 0.9942
1 Spec KSVM + CATB + GB 0.9977 0.9976
2 Spec KNN + CATB + GB 0.9964 0.9962
EMBER 2018 0 Gen XGB + CATB + EXT 0.9936 0.9703
1 Gen KNN + XGB + CATB 0.9683 0.9763
2 Gen KNN + XGB + CATB 0.9615 0.9578
(Full) Gen KNN + XGB + CATB 0.9676 0.9676
0 Spec KNNO + DTO + CATBO  0.9883 0.9458
1 Spec NBI1 + XGB1 + CATB1  0.9674 0.9756
2 Spec KNN2 + XGB2 + CATB2 0.96 0.9564






OEBPS/Images/copy.png





OEBPS/Images/CMC_36357-fig-4.png
® Accuracy @ F1 Score

1
0.99 frrernrnnnne U —— | ] W] e
JOXCT:J) — e b W . ROV VPRI i SORRRSTRe
IRy — e b W . WL Revn N
0.96 }-.. . g e ...
0.95

0 1 2 0+l+2 0 1 2 0+41+2 0 1 2 O0+1+2 (Clyster/Dataset
KAGGLE BODMAS EMBER 2018





OEBPS/Images/CMC_36357-fig-2.png
N

N

)

Training
Classifiers

bination

el

Selection of’Bes‘t

ad

oo [






